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1. GBD 2016 cardiovascular diseases burden estimation methods  

 

The material presented here is adapted from the following sources:  

o GBD 2016 Disease and Injury Incidence and Prevalence Collaborators. Global, regional, and national 

incidence, prevalence, and years lived with disability for 328 diseases and injuries for 195 countries, 1990–

2016: a systematic analysis for the Global Burden of Disease Study 2016. Lancet 2017; 390: 1211–59. 

o GBD 2016 Causes of Death Collaborators. Global, regional, and national age-sex specific mortality for 264 

causes of death, 1980–2016: a systematic analysis for the Global Burden of Disease Study 2016. Lancet 

2017; 390: 1151–210. 

o GBD 2016 Risk Factors Collaborators. Global, regional, and national comparative risk assessment of 84 

behavioural, environmental and occupational, and metabolic risks or clusters of risks, 1990–2016: a 

systematic analysis for the Global Burden of Disease Study 2016. Lancet 2017; 390: 1345–422. 

o Cohen AJ, Brauer M, Burnett R, et al. Estimates and 25-year trends of the global burden of disease 

attributable to ambient air pollution: an analysis of data from the Global Burden of Diseases Study 2015. 

Lancet 2017; 389: 1907–18. 

 

The GBD cause list is organised hierarchically into four levels. At each level of the hierarchy, the set of causes 

is mutually exclusive and collectively exhaustive. Levels 1 and 2 represent general groupings. The broad group 

“cardiovascular diseases” is at level 2 under the level 1 group “non-communicable diseases”. Level 3 includes 

ten cardiovascular diseases (CVDs) groups which are: rheumatic heart disease, ischaemic heart disease, stroke, 

hypertensive heart disease, cardiomyopathy and myocarditis, atrial fibrillation and flutter, aortic aneurysm, 

peripheral arterial disease, endocarditis, and other cardiovascular and circulatory diseases. Level 4 includes five 

groups, under the parent level 3 “stroke” group: ischaemic stroke and haemorrhagic stroke, and level 3 

“cardiomyopathy and myocarditis” group: myocarditis, alcoholic cardiomyopathy, and other cardiomyopathy. 

 

A. GBD case definitions of cardiovascular diseases and inclusions 

 

The GBD case definitions and diagnostic criteria for the cardiovascular diseases are presented below. 

 

Ischaemic heart disease (IHD) 

1. Acute myocardial infarction (AMI) was defined according to the third universal definition of myocardial 

infarction: 

o When there is clinical evidence of myocardial necrosis in a clinical setting consistent with myocardial 

ischaemia, or  

Detection of a rise and/or fall of cardiac biomarker values and with at least one of the following: i) 

symptoms of ischaemia, ii) new or presumed new ST-segment-T wave changes or new left bundle 

branch block, iii) development of pathological Q waves in the ECG, iv) imaging evidence of new loss 

of viable myocardium or new regional wall motion abnormality, or v) identification of an 

intracoronary thrombus by angiography or autopsy. 

o Sudden (abrupt) unexplained cardiac death, involving cardiac arrest or no evidence of a non-coronary 

cause of death 

o Prevalent AMI is considered to last from the onset of the event to 28 days after the event and is 

divided into an acute phase (0-2 days) and subacute (3-28 days). 

2. Chronic ischaemic heart disease 

o Chronic ischaemic heart disease was estimated for survivors of myocardial infarction or those with 

chronic stable angina. The case definition is that of individuals with current or past history of 

clinically diagnosed obstructive (hemodynamically significant) coronary artery disease with evidence 

for myocardial ischaemia (history of myocardial infarction, physician diagnosis of chronic stable 

angina, evidence for inducible ischaemia on formal stress testing, or obstructive CAD by 

angiography), including individuals with a history of coronary revascularization 

o Chronic stable angina is symptomatic stable exertional angina pectoris or definite angina pectoris 

according to the Rose Angina Questionnaire (RAQ), a physician’s clinical diagnosis, or taking nitrate 

medication for the relief of chest pain.  

 

The GBD study does not use estimates based on ECG evidence for prior MI, due to its limited 

specificity and sensitivity. 
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Stroke, including ischaemic stroke and haemorrhagic stroke 

Stroke was defined according to WHO criteria – rapidly developing clinical signs of focal (at times generalized) 

disturbance of cerebral function lasting more than 24 hours or leading to death with no apparent cause other than 

that of vascular origin. Data on transient ischaemic attack (TIA) were not included. 

1. Acute stroke: Stroke cases were considered acute from the data of incidence of a first ever stroke through 

day 28 following the event. 

2. Chronic stroke: Stroke cases were considered chronic beginning 28 days following the occurrence of an 

event. Chronic stroke includes the sequelae of an acute stroke and all recurrent stroke events.  

3. Ischaemic stroke: Incident ischaemic stroke was defined as the occurrence of first-ever ischaemic stroke, 

based on clinical diagnosis by a physician using diagnostic imaging. Ischaemic strokes are considered to 

include all vascular events leading to limited blood flow to brain tissue, with resulting infarction, including 

atherosclerotic and thromboembolic strokes but excluding strokes in which the underlying cause is 

intracranial haemorrhage. 

4. Haemorrhagic or other strokes: This cause included all non-ischaemic strokes of a vascular cause including 

subarachnoid and stroke due to intracranial haemorrhage. 

 

Rheumatic heart disease (RHD) 

RHD was defined as a clinical diagnosis by a physician with or without confirmation using echocardiography. 

This case definition for echocardiographic confirmation of RHD follows the World Heart Federation criteria for 

definite echocardiographic diagnosis of rheumatic heart disease (Reményi, B. et al. Nat. Rev. Cardiol. 2012; 9, 

297–309). Individuals with borderline echocardiographic evidence of RHD were not included. 

 

Hypertensive heart disease  

Hypertensive heart disease was defined as symptomatic (at least class 2 of the New York Heart Association 

(NYHA) Functional Classification) heart failure in which the cause of myocardial dysfunction is directly due to 

systemic hypertension causing left ventricular adverse remodelling. This health state may exist at several 

different pathologic stages during which symptomatic heart failure is present, including heart failure with 

preserved left ventricular ejection fraction due to left ventricular hypertrophy with diastolic dysfunction as well 

as heart failure with reduced left ventricular ejection fraction due to advanced adverse remodelling. 

 

Atrial fibrillation and flutter 

Atrial fibrillation was defined as a diagnosis with atrial fibrillation or atrial flutter by electrocardiography 

findings. 

 

Aortic aneurysm 

Death due to aortic aneurysm was defined as death due to a nondramatic thoracic and/or abdominal aneurysm, 

including due to the dissection or rupture of such an aneurysm. 

 

Other cardiovascular and circulatory diseases 

Cardiovascular and circulatory diseases was a residual category composed of a range of conditions, including 

pulmonary embolism and non-rheumatic valvular disease. 

 

Cardiomyopathy and myocarditis 

Myocarditis referred to a heterogeneous group of diseases with variable clinical and pathological features. It 

consists of three subcauses: 

o Acute myocarditis was defined as the acute and time-limited symptoms of myocarditis, a condition of 

myocyte inflammation and dysfunction due to infectious, autoimmune, or other causes. Myocarditis was 

nonspecific and included a flu-like or gastrointestinal syndrome, followed by angina type chest pain, 

arrhythmias, syncope, or heart failure.  

o Alcoholic cardiomyopathy refered to cardiac dysfunction that was caused by chronic alcohol intake. The 

nonfatal component of disease burden due to alcoholic cardiomyopathy was captured as part of the heart 

failure modelling process. 

o Other cardiomyopathy was a residual category of all other types of cardiomyopathy not including alcoholic 

cardiomyopathy and myocarditis. The category of other cardiomyopathy included all primary myocardial 

diseases not due to myocarditis or alcohol exposure. 

 

Endocarditis 

The case definition for acute endocarditis was based on the clinical diagnosis of infective endocarditis. 
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Peripheral arterial disease 

Peripheral arterial disease was defined as having an ankle-brachial index (ABI) <0.9. Intermittent claudication is 

defined clinically. 

 

Heart failure and other cardiovascular disease impairment 

Heart failure was diagnosed clinically following the Framingham criteria for an episode of acute congestive or 

right heart failure. ACC/AHA Stage C and above were used to capture both persons who were currently 

symptomatic and those who had been diagnosed with heart failure, but were currently asymptomatic. 

Framingham criteria: 

o Major criteria: Paroxysmal nocturnal dyspnea, neck vein distention, rales, radiographic cardiomegaly 

(increasing heart size on chest radiography), acute pulmonary edema, S3 gallop, Increased central venous 

pressure (>16 cm H2O at right atrium), hepatojugular reflux; weight loss >4.5 kg in 5 days in response to 

treatment. 

o Minor criteria: Bilateral ankle edema, nocturnal cough, dyspnea on ordinary exertion, hepatomegaly, 

pleural effusion, decrease in vital capacity by one third from maximum recorded, tachycardia (heart 

rate>120 beats/min). 
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B. List of ICD codes mapped to the GBD cause list 

 

The codes used by GBD Study 2016 from the 9th and 10th revisions of the International Statistical Classification of Diseases and Related Health Problems (ICD) are listed 

below: 

 

 Cause ICD10 ICD9 

Cardiovascular  diseases 

B33.2, G45-G46.8, I01-I01.9, I02.0, I05-I09.9, I11-I11.9, I20-I25.9, I28-I28.8, 

I30-I31.1, I31.8-I41.9, I42.1-I42.8, I43-I43.9, I47-I48.9, I51.0-I51.4, I60-I63.9, 

I65-I66.9, I67.0-I67.3, I67.5-I67.6, I68.0-I68.2, I69.0-I69.3, I70.2-I70.8, I71-

I73.9, I77-I83.9, I86-I89.0, I89.9, I98, K75.1 

036.4, 074.2, 391-391.9, 392.0, 393-398.9, 402-402.9, 410-414.9, 417-
417.9, 420-423, 423.1-424.9, 425.0-425.3, 425.5, 425.7-425.8, 427-427.3, 

427.6-427.8, 429.0, 430-435.9, 437.0-437.2, 437.5-437.8, 440.2, 440.4, 

441-443.9, 447-454.9, 456, 456.3-457, 457.1, 457.8-457.9, 459, 459.1-
459.3 

Ischaemic heart disease I20-I25.9 410-414.9 

Stroke 
G45-G46.8, I60-I61.9, I62.0-I62.03, I63-I63.9, I65-I66.9, I67.0-I67.3, I67.5-I67.6, 
I68.1-I68.2, I69.0-I69.398 

430-435.9, 437.0-437.2, 437.5-437.8 

Rheumatic heart disease I01-I01.9, I02.0, I05-I09.9 391-391.9, 392.0, 393-398.99 

Hypertensive heart disease I11-I11.9 402-402.91 

Atrial fibrillation and flutter I48-I48.92 427.3-427.32 

Aortic aneurysm I71-I71.9 441-441.9 

Other cardiovascular and circulatory 
diseases 

A39.5-A39.50, A39.53, I28-I28.8, I30-I31.1, I31.8-I32.8, I34-I37.9, I47-I47.9, 
I51.0-I51.3, I68.0, I72-I72.9, I77-I83.93, I86-I89.9, I91.9, I98 

036.41, 074.2, 074.21, 417-417.9, 420-420.99, 423, 423.1-424.8, 424.99, 

427-427.2, 427.6-427.89, 442-443, 447-454.9, 456, 456.3-457.9, 459, 

459.1-459.39 

Cardiomyopathy and myocarditis A39.52, B33.2-B33.24, D86.85, I40-I43.9, I51.4-I51.5 036.43, 036.6, 074.23, 422-422.99, 425-425.9, 429.0-429.1 

Endocarditis A39.51, I33-I33.9, I38-I39.9 036.42, 074.22, 421-421.9, 424.9-424.91 

Peripheral arterial disease I70.2-I70.92, I73-I73.9 440.2-440.29, 440.4-440.9, 443-443.9 
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C. GBD data and analysis framework 

 

The overview of data inputs and analysis framework for GBD is shown in the following flowchart: 

 

 
YLLs is years of life lost. YLDs is years lived with disability. DALYs is disability‐adjusted life‐years. PAFs is population attributable fractions.  

Rectangular boxes represent analytical steps, cylinders represent databases, and parallelograms represent intermediate and final results.
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The flowchart above illustrates the flow of the key components of the GBD estimation process, including: 

1. Incorporation of appropriate covariates (step 1) 

2. All‐cause mortality estimation (steps 2-5): the data come from sources such as censuses, surveys and vital 

registrations. The all-cause mortality estimation process (steps 2-4) can be divided into four distinct but 

interconnected areas: child mortality and adult mortality between ages 15 and 60, estimation of a complete 

set of age-specific death rates, estimation of HIV mortality and final estimates of age-specific mortality 

including HIV and fatal discontinuities (also known as mortality shocks) (step 5). 

3. Causes of death estimation (steps 6-9): cause of death data are derived from vital registrations, verbal 

autopsy studies, mortality surveillance and, for selected causes, police records, crime reports and data 

collection systems for deaths due to conflict and natural disasters (step 7). Extensive data corrections and 

redistributions of ill-defined causes are made to correct for measurement bias between data sources. Cause of 

death ensemble modelling (CODEm), an ensemble model, is a systematized approach to analysing cause of 

death data for all but a few causes (step 9). CODEm explores a wide range of modelling approaches and 

varying predictive covariates to find an ensemble of best-performing models based on statistical tests. To do 

so, 30% of the data are withheld from each model and the model fit is evaluated by how well it covers the 

data that were left out. By repeating this process many times over the best performing models are selected. 

As all results in GBD are estimated 1,000 times over to propagate all sources of uncertainty, we end up with 

an ensemble of up to 100 or more different types of models and covariates that are selected among the 1,000 

runs. 

4. Rescaling deaths to equal all-cause mortality (step 10): as all these estimates are made separately for each 

disease and injury, the sum of these could exceed or fall below the all-cause mortality estimated from the 

demographic analyses of steps 2 to 5. Therefore, we rescale all deaths by age, sex, geography, year and 

cause to match the all-cause death estimates (this process is called CoDCorrect). 

5. Estimation of disease sequelae prevalence, incidence, and duration (steps 11-12): population surveys, cohort 

studies, administrative records of hospitalisations and other health service encounters, disease registries, 

notifications, surveillance systems are the main data sources for non-fatal estimation (step 11). Extensive 

corrections of data to deal with measurement bias arising from study design or case definitions are applied. 

DisMod-MR 2.1 is the main analytical tool for non-fatal estimation (step 12). It is a Bayesian meta-

regression software program that uses a lognormal model. The meta-regression component allows 

corrections for known sources of measurement error. Its core function is to make estimates of prevalence and 

incidence of disease that are consistent with data on mortality risk and remission (defined in GBD as the 

‘cure rate’). For a select number of causes that do not fit well in the three state model (alive without disease, 

prevalent case of disease and death) of DisMod-MR 2.1 we use alternative modelling strategies. 

6. Cross-validation of impairment levels (step 13): for a number of impairments in GBD terminology, such as 

anaemia, heart failure, hearing and vision loss, we first estimate the total levels of prevalence and incidence 

and then ensure that all sequelae of diseases that lead to this impairment add up to the total. 

7. Analysis of the nature and external cause of injury is done separately (step 14). 

8. Assignment of severity distributions for the main disabling conditions (step 15): in GBD terminology 

sequelae are the disabling consequences for which we make estimates. All sequelae are defined to be 

mutually exclusive and collectively exhaustive. Many diseases have sequelae with a gradation by severity 

such as mild, moderate and severe dementia. Often the epidemiological data on severity distribution is 

sparse. Therefore, we first model the epidemiology of all cases of disease and then apply a severity 

distribution from the sparser data. 

9. Assignment of disability weights for health states (step 16): each sequela is matched with a health state or 

combination of health states for which we have a disability weight which quantifies the relative severity. 

Disability weights were derived from population and internet surveys of over 60,000 respondents answering 

pair-wise comparison question of random combinations of health states. Each pair of health states was 

described with brief lay descriptions highlighting the main symptoms and impairments. Respondents were 

asked to nominate the ‘healthier’ of each presented pair. Analytical methods exist to formalise the intuition 

that if the majority of respondents nominate one health state in a pair as the healthier these lie farther apart 

on a severity scale than pairs assigned similar proportions as the healthier. In order to anchor estimates on a 

0-1 scale of severity, a subset of respondents was asked additional population health equivalence questions 

on a selection of health states. These questions ask for a choice of the greater amount of health produce by 

two health programs; one that prevented sudden death in 1,000 persons and another that prevented the onset 

of a GBD health state for the rest of 2,000, 5,000 or 10,000 persons’ lives. 

10. Simulation of comorbidity (step 17): the last step of non-fatal estimation is a microsimulation (‘COMO”) to 

deal with comorbidity. For every age, sex, geography and year, 40,000 hypothetical persons are generated 

who have none, one or more of the GBD sequelae. In those with multiple sequelae their combined level of 

disability is estimated multiplicatively. That means we assume the disability from having two health states is 
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less than the sum of the corresponding disability weights. This avoids assigning disability greater than one to 

any individual which would indicate that person is worse off than being dead. 

11. Estimation of healthy life expectancy (step 18): health life expectancy is estimated from the life tables 

generated in step 4 and the all-cause YLD rates from step 19b. 

12. Computation of YLLs, YLDs, and DALYs from diseases and injuries with uncertainty (steps 19a-19c): 

YLLs (step 19a) are estimated as the product of counts of death by ages, sex, geography, year and cause and 

a normative life expectancy at the age of the death. The GBD standard life expectancy used as this norm is a 

compilation of the lowest observed mortality rates by age in all mortality data collections of populations 

greater than 5 million. The standard life table reflects a life expectancy at birth of 86.59 years. YLDs are the 

output from COMO (step 19b). DALYs are the simple addition of YLLs and YLDs (step 19c). 

13. Risk factor estimation (steps 20-24): GBD 2016 also makes estimates for individual and combined risk 

factors. This involves estimation of risk factor exposure (step 20); the formulation of a minimum level of 

exposure to each risk that is associated with the least amount of health loss (step 21); derivation of relative 

risks of disease outcomes for each pair of a risk factor and a disease or injury for which there is judged to be 

sufficient evidence of a causal relationship (step 22); and the estimation of population attributable fractions 

of disease caused by each risk factor. For a few risk-outcome pairs it is hard to define exposure and a 

corresponding risk while directly observed proportions of disease are available, such as for the proportion of 

HIV/AIDS due to unsafe sex or injecting drug use (step 23). For combinations of risks we assess how much 

of the risk is mediated through other risks (step 24). For instance, all of the effect of high salt intake is 

mediated through elevated blood pressure and part of the risk of increased body mass index is through 

elevated blood pressure, cholesterol or fasting plasma glucose. 

14. Computation of YLLs, YLDs, and DALYs attributable to risk factors (steps 25a-25c): YLLs, YLDs and 

DALYs attributable to each risk factor are generated by multiplying population attributable fractions with 

disease estimates (steps 25a-c). 

 

 

D. Cardiovascular diseases morbidity estimation 

 

Cardiovascular disease morbidity was modelled using the DisMod-MR 2.1 platform. Morbidity estimation and 

modelling methods for the major cardiovascular diseases (ischaemic heart disease, stroke and rheumatic heart 

disease) presented in this paper are described below. The modelling methods for the remaining cardiovascular 

diseases are available in the GBD 2016 non-fatal capstone paper (Lancet 2017; 390: 1211–59).  

 

D.1. Ischaemic heart disease 

 

The steps in the estimation of non-fatal ischaemic heart disease burden or morbidity are shown in the 

following flowchart: 

 

Input data
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Data 

 

Myocardial infarction 

 

We included data from sources in the literature for myocardial infarction (MI), inpatient hospital records, 

and inpatient claims. We excluded data with broad age ranges where it was impossible to obtain more 

granular data, as these data caused the known age pattern for increased risk of myocardial infarction to be 

masked in the estimates generated from DisMod. 

 

We corrected inpatient hospital data outside of DisMod to account for the fact that these data sources do 

not capture the out-of-hospital cardiac arrest deaths which are part of the universal definition of MI. 

 

Using as a model the adjustment factors developed to translate tobacco consumption prevalence to tobacco 

consumption frequency, we matched administrative hospital data to population-based literature data based 

on age group, sex, and super region. For the adjustment factor, we developed the following generalized 

additive model on matched data: 

 

 
 

where 𝑖 represents a given matched observation, 𝑠 represents a penalized spline where the smoothing 

parameter is chosen through cross validation, and 𝜇ref and 𝜇𝑏 denote the mean of the data point from 

literature and the mean of the inpatient hospital data point, respectively. Predictions from the model were 

then taken as the adjusted data points. The standard error of each corrected data point was adjusted to 

account for the uncertainty due to the correction. 

 

We included a study-level covariate to correct for the change in diagnostic criteria to include troponin 

measurements within DisMod. This adjustment was applied to data collected before 2000. We also 

included a study-level covariate to adjust data points within DisMod that captured only first-ever MI, using 

studies where all events were included as the reference. We also adjusted estimates within DisMod from 

studies that only included non-fatal cases using study-level covariates with sources that included fatal and 

non-fatal cases as reference. 

 

Angina 

 

We included survey data which included the RAQ items. Prevalence of angina was calculated using the 

standard algorithm to determine whether the RAQ was positive or negative. 

 

We excluded data with broad age ranges where it was impossible to obtain more granular data, as these 

data caused the known age pattern for increased risk of angina to be masked in the estimates generated 

from DisMod. 

 

We included sex- and age-group-specific covariates to adjust prevalence data points obtained from the 

RAQ using the claims data as the reference since the RAQ has been shown to be neither sensitive nor 

specific. 

 

We also included claims data, but did not include inpatient hospital data. Stable angina (unstable angina is 

modelled as part of MI) is expected to be rare in inpatient, but common in outpatient data as it is a 

condition usually managed on an outpatient basis, except for specific surgical interventions. This 

discrepancy leads to implausible correction factors based on inpatient/outpatient information from claims 

data (~150X); thus adjusted data cannot be used. Including uncorrected data in the model is likely to lead 

to incorrect estimates as hospitalization and procedure rates are likely to vary between geographies based 

on access to and patterns of care. All outpatient data were excluded as it was implausibly low for all 

locations when compared with literature and claims data. 

 

 

 

 

 

 



11 
 

Modelling strategy 

 

Myocardial infarction 

 

We first calculated custom cause-specific mortality estimates using cause of death data prior to garbage 

code redistribution, generating age-sex-country-specific proportions of IHD deaths that were due to MI 

(acute IHD) vs those due to other causes of IHD (chronic IHD). Estimates of this proportion for all 

locations were then generated using a DisMod proportion-only model. Due to a high degree of variability 

in pre-redistribution coding practices by location, we used the global age-, sex-, and year-specific 

proportions of acute deaths in subsequent calculations. The global proportions were multiplied by post-

CodCorrect (final GBD estimates) IHD deaths to generate cause-specific mortality rates (CSMR) estimates 

for MI, even though GBD reports only deaths for all IHD taken together. These data, along with incidence 

and excess mortality data, informed a DisMod model to estimate the prevalence and incidence of 

myocardial infarction due to ischaemic heart disease. 

 

These estimates were split into prevalence and incidence estimates for days 1-2 and days 3-28 post-event. 

Disability weights were assigned to each of these two groupings. 

 

We set a value prior of one month for remission (11/13) from the MI health state. We also set a value prior 

for the maximum excess mortality rate of 10 for all ages. We included lag-distributed income (LDI) as a 

fixed-effect country-level covariate on excess mortality, forcing an inverse relationship. 

 

Covariate Parameter Beta Exponentiated beta 

Diagnostic blood sample 

(troponin) 
Incidence -0.45 (-0.47 – -0.44) 0.64 (0.62 - 0.64) 

Healthcare access and quality 

index 

Excess mortality 

rate 
-0.1 (-0.1 – -0.1) 0.9 (0.9 – 0.9) 

First ever MI Incidence -0.66 (-0.67 – -0.65) 0.52 (0.51 – 0.52) 

Non-fatal MI Incidence -0.40 (-0.41 – -0.40) 0.67 (0.66 – 0.67) 

Log-transformed age-

standardised SEV scalar: IHD 
Incidence 1.24 (1.21 – 1.25) 3.44 (3.34 – 3.49) 

 

Acute myocardial infarction was split into two severity levels by length of time since the event – days 1 

and 2 versus days 3 through 28. Disability weights were established for these two severities using the 

standardised GBD approach.  

 

Severity level Lay description Disability weight (95% CI) 

Acute myocardial 
infarction, days 1-2 

Has severe chest pain that becomes worse with any physical 

activity. The person feels nauseated, short of breath, and very 

anxious. 

0.432 (0.288–0.579) 

Acute myocardial 

infarction, days 3-28 

Gets short of breath after heavy physical activity, and tires 

easily, but has no problems when at rest. The person has to take 
medication every day and has some anxiety. 

0.074 (0.049–0.105) 

 

Asymptomatic ischaemic heart disease 

 

Excess mortality estimates from the myocardial infarction model were used to generate data of the 

incidence of surviving 28 days post-event. 

 

We used these data, along with the estimates of CSMR due to chronic IHD and excess mortality data in a 

DisMod model to estimate the prevalence of persons with IHD following myocardial infarction. This 

estimate included subjects with angina and heart failure; a proportion of this prevalence was removed in 

order to avoid double-counting based on evidence from the literature. The result of this step generates 

estimates of asymptomatic ischaemic heart disease following myocardial infarction. 

 

We set a value prior of 0 for remission for all ages. No study- or country-level covariates were included for 

the model. 
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Angina 

 

We used prevalence data from the literature and claims databases, along with data on mortality risk to 

estimate the prevalence and incidence of angina for all locations. The proportion of mild, moderate, and 

severe angina was determined by the standard approach for severity splitting. 

 

We included: prior of 0 for remission for all ages, prior of 1 for excess mortality for all ages. We included 

age- and sex-specific study-level covariates to adjust data points based on RAQ, using data points from the 

claims database as the reference. We also included the log-transformed, age-standardised SEV scalar for 

IHD as a fixed effect country-level covariate. 

 

Covariate Parameter Beta Exponentiated beta 

RAQ, female, less than 50 Prevalence 2.33 (2.30 – 2.40) 10.28 (9.98 – 11.06) 

RAQ, male, less than 50 Prevalence 0.94 (0.92 – 0.95) 2.57 (2.51 – 2.59) 

RAQ, female, 50 to 64 Prevalence 1.44 (1.35 – 1.50) 4.22 (3.87 – 4.47) 

RAQ, male, 50 to 64 Prevalence 0.83 (0.80 – 0.90) 2.30 (2.23 – 2.46) 

RAQ, female, 65 plus Prevalence 0.29 (0.27 – 0.30) 1.34 (1.31 – 1.35) 

RAQ, male, 65 plus Prevalence 0.19 (0.11 – 0.29) 1.21 (1.11 – 1.33) 

Log-transformed age-standardised SEV 

scalar: IHD 
Prevalence 1.25 (1.23 – 1.25) 3.47 (3.43 – 3.49) 

LDI (I$ per capita) Excess mortality rate -0.55 (-1 – -0.1) 0.58 (0.37 – 0.90) 

 

Angina was split into mild, moderate, and severe groups using information from Medical Expenditure 

Panel Survey. Disability weights were established for these severities using the standardised GBD 

approach. 

 

Severity level Lay description Disability weight (95% CI) 

Mild angina 
Has chest pain that occurs with strenuous physical activity, such as running 

or lifting heavy objects. After a brief rest, the pain goes away. 
0.033 (0.02–0.052) 

Moderate angina 
Has chest pain that occurs with moderate physical activity, such as walking 
uphill or more than half a kilometer (around a quarter-mile) on level 

ground. After a brief rest, the pain goes away. 

0.08 (0.052–0.113) 

Severe angina 

Has chest pain that occurs with minimal physical activity, such as walking 

only a short distance. After a brief rest, the pain goes away. The person 
avoids most physical activities because of the pain. 

0.167 (0.11–0.24) 

 

 

D.2. Stroke 

 

The steps in the estimation of non-fatal stroke burden or morbidity are shown in the following flowchart: 

 

Literature data

Hospital data
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Inpatient claims 
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Split survey data

Chronic ischemic 
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28-day survivors 
from acute model
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Chronic ischemic 
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28-day survivors 
from acute model

Ratio of 
Acute:Chronic CSMR

Ischemic stroke 
deaths 

(CoDCorrect)
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hemorrhagic 
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hemorrhagic 
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Hospital data

Inpatient claims 
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Hemorrhagic 
stroke deaths 
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First ever acute 
hemorrhagic 
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hemorrhagic 
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Acute hemorrhagic 
stroke CSMR
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hemorrhagic CSMR
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hemorrhagic stroke, 
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Prevalence of acute 
hemorrhagic stroke, 
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Prevalence of acute 
hemorrhagic stroke, 
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hemorrhagic stroke, 
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hemorrhagic stroke, 
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Prevalence of acute 
hemorrhagic stroke, 

severity level 3Scaled proportion 
models

Rankin Scores from 
Literature

Prevalence of acute 
hemorrhagic stroke, 

severity level 4
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Comorbidity 
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Unadjusted YLD by 

sequela
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Data 

 

We included inpatient hospital data, adjusted for readmission and primary to any diagnosis using 

correction factors estimated from claims data. In addition, we included unpublished stroke registry data for 

acute ischaemic and acute haemorrhagic strokes. We also included survey data for chronic stroke. These 

surveys were identified based on expert opinion and review of major survey series focused on world health 

that included questions regarding self-reported history of stroke.  

 

As with many models in GBD, the diversity of data sources available means that we needed to adjust 

available data to our preferred or reference case definition. For the first ever acute stroke models we used 

DisMod to estimate the statistical association between measurements taken using different case definitions 

and then used these estimates to adjust the non-referent datapoints. We included study-level covariates to 

adjust data points for first and recurrent strokes combined, using data for first strokes only as reference. 

We also included study-level covariates to adjust ischaemic and haemorrhagic strokes combined (all 

stroke), using as reference studies with subtype-specific information. 

 

Modelling strategy 

 

We used DisMod MR 2.1, a Bayesian meta-regression tool, to model the six severity levels, with an 

independent proportion model for each. Reports which grouped mRS scores differently than our mapping 

(e.g. 0-2) were adjusted in DisMod by estimating the association between these alternate groupings and our 

preferred mappings. These statistical associations were used to adjust data points to the referent category as 

necessary. The six models were scaled such that the sum of the proportions for all levels equaled 1. 

 

Data points were adjusted from nonstandard to standard case definitions using estimates from statistical 

models generated by DisMod for the acute models. The GBD summary exposure value, which is the 

relative risk-weighted prevalence of exposure, for ischaemic or haemorrhagic stroke as appropriate and a 

covariate for country income were used as country-level covariates for all models.  

 

Two versions of each stroke model were run, referred to as step 1 and step 2 models. First, we ran the step 

1 DisMod-MR models for acute and chronic subtype-specific stroke using only incidence, prevalence, and 

case fatality data as inputs. We then used the ratio of acute to chronic cause-specific mortality estimated by 

these models to divide GBD stroke deaths into acute and chronic stroke deaths, using the global average 

for the proportion of acute to chronic stroke mortality. The acute and chronic models were then run (step 2) 

using the same incidence, prevalence, and case fatality data as well as the custom CSMR as input data. 

 

Step 1 

 

We generated estimates for first-ever acute ischaemic and first-ever acute haemorrhagic stroke using 

DisMod-MR 2.1 with data collected on stroke incidence and excess mortality. We set value priors of 11 to 

13 on remission for all ages to establish a one-month duration for these acute sequelae. We then calculated 

the rate of surviving until 28 days after an acute event for both ischaemic and haemorrhagic stroke using 

the modelled estimates of excess mortality and incidence. These survivor data were then used in the 

chronic ischaemic and chronic haemorrhagic stroke models as incidence inputs. We then ran the chronic 

stroke models, using the survivor incidence data and excess mortality data. Non-subtype-specific 

prevalence data were split into ischaemic and haemorrhagic components using the ratio of 28-day 

survivors from the first stage acute models. We set a value prior of 0 on remission for all ages. Implausible 

or extreme outliers in input data were dropped from these estimation results. From these four models, we 

generated the proportions of deaths due to acute ischaemic, chronic ischaemic, acute haemorrhagic, and 

chronic haemorrhagic stroke, and split the post-CoDCorrect stroke deaths generated from the GBD 

mortality estimates into these four parts, by multiplying the location-, sex-, age- and year-specific CSMR 

results by the global proportions estimated from the DisMod models. Thus, the mortality rates due to acute 

ischaemic, chronic ischaemic, acute haemorrhagic, and chronic haemorrhagic stroke are driven by all 

available data on incidence, prevalence, and excess mortality data for stroke. These CSMR estimates were 

then uploaded into the non-fatal database and used as inputs for models in Step 2. 

 

Step 2 

 

We re-ran the first-ever acute ischaemic and first-ever acute haemorrhagic models with CSMR as derived 

from CoDCorrect and epidemiologic data as described above. Twenty eight day survivorship was 
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recalculated from these models and uploaded into the chronic ischaemic and chronic haemorrhagic stroke 

with CSMR models. These chronic models also use CSMR as derived from CoDCorrect and 

epidemiologic data as described above. Implausible or extreme outliers were dropped from these 

estimation results. 

 

Models were evaluated based on expert opinion, comparison with previous iterations, and model fit.  

 

Coefficients for the covariates used in the modelling for fixed effects are listed below.  

 

Step 1: 

 

Cause Variable name Measure          beta Exponentiated beta 

Chronic ischaemic stroke 
Log-transformed SEV 

scalar: Isch Stroke 
Prevalence 0.83 (0.75 — 1.03) 2.29 (2.12 — 2.80) 

Chronic ischaemic stroke LDI (I$ per capita) 
Excess mortality 

rate 
-0.16 (-0.29 — -0.1) 0.85 (0.75 — 0.90) 

Chronic haemorrhagic 
stroke 

Log-transformed SEV 
scalar: Hem Stroke 

Prevalence 0.79 (0.75 — 0.92) 2.21 (2.12 — 2.50) 

Chronic haemorrhagic 
stroke 

LDI (I$ per capita) 
Excess mortality 
rate 

-0.12 (-0.16 — -0.1) 0.89 (0.85 — 0.90) 

First ever acute 

haemorrhagic stroke 
Hospital data Incidence 0.54 (0.54 – 0.54) 1.71 (1.71 – 1.72) 

First ever acute 

haemorrhagic stroke 
Any stroke Incidence 1.27 (1.27 – 1.28) 3.57 (3.56 – 3.59) 

First ever acute 
haemorrhagic stroke 

First-ever acute stroke, 
ischaemic or haemorrhagic 

Incidence 0.52 (0.52 – 0.53) 1.69 (1.68 – 1.71) 

First ever acute 

haemorrhagic stroke 

Log-transformed age- 
standardised SEV scalar: 

haemorrhagic stroke 

Incidence 0.77 (0.75 – 0.82) 2.17 (2.12 – 2.27) 

First ever acute 
haemorrhagic stroke 

Any stroke 
Excess 
mortality rate 

  -0.48 (-0.66 – -0.32) 0.62 (0.52 – 0.73) 

First ever acute 

haemorrhagic stroke 

First-ever acute stroke, 

ischaemic or haemorrhagic 

Excess mortality 

rate 
-0.081 (-0.3 – 0.16) 0.62 (0.52 – 0.73) 

First ever acute 

ischaemic stroke 
Hospital data Incidence 0.38 (0.37 – 0.38) 1.46 (1.45 – 1.46) 

First ever acute 
ischaemic stroke 

Any stroke Incidence 0.31 (0.29 – 0.33) 1.37 (1.34 – 1.39) 

First ever acute 
ischaemic stroke 

First-ever acute stroke, 
ischaemic or haemorrhagic 

Incidence 0.37 (0.36 – 0.38) 1.44 (1.43 – 1.46) 

First ever acute 

ischaemic stroke 

Log-transformed age- 
standardised SEV scalar: 

ischaemic stroke 

Incidence 1.16 (1.09 – 1.22) 3.21 (2.99 – 3.39) 

 

Step 2 

 

Cause Variable name Measure beta Exponentiated beta 

Chronic ischaemic 
stroke with CSMR 

Log-transformed SEV 
scalar: Ischaemic stroke 

Prevalence 0.89 (0.75 – 1.19) 2.44 (2.13 – 3.27) 

Chronic ischaemic 
stroke with CSMR 

LDI (I$ per capita) 
Excess 
mortality rate 

-0.49 (-0.5 – -0.46) 0.61 (0.61 – 0.63) 

Chronic haemorrhagic stroke 

with CSMR 

Log-transformed SEV 
scalar: Haemorrhagic 
stroke 

Prevalence 0.88 (0.75 – 1.15) 2.40 (2.13 – 3.17) 

Chronic haemorrhagic 
stroke with CSMR 

LDI (I$ per capita) 
Excess 
mortality rate 

-0.48 (-0.5 – -0.44) 0.62 (0.61 – 0.64) 

First-ever acute 
haemorrhagic stroke with 
CSMR 

Any stroke Incidence 1.27 (1.27 – 1.29) 3.58 (3.56 – 3.62) 
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First-ever acute 
haemorrhagic stroke with 
CSMR 

First-ever acute stroke, 
ischaemic or 
haemorrhagic 

Incidence 0.52 (0.52 – 0.54) 1.69 (1.68 – 1.71) 

First-ever acute 
haemorrhagic stroke with 

CSMR 

Log-transformed SEV 
scalar: Hem stroke 

Incidence 1.11 (1.01 – 1.20) 3.03 (2.74 – 3.33) 

First-ever acute 
haemorrhagic stroke with 

CSMR 

Any stroke 
Excess mortality 

rate 

 

-0.37 (-0.49 – -0.27) 

 

0.69 (0.62 – 0.77) 

First-ever acute 
haemorrhagic stroke with 
CSMR 

First-ever acute stroke, 
ischaemic or 
haemorrhagic 

Excess mortality 

rate 
0.023 (-0.2 – 0.23) 1.02 (0.82 – 1.25) 

First-ever acute 
ischaemic stroke with 

CSMR 

Any stroke Incidence 0.32 (0.30 – 0.33) 1.38 (1.35 – 1.39) 

First-ever acute ischaemic stroke 

with CSMR 

First-ever acute stroke, ischaemic 

or haemorrhagic 
Incidence 0.37 (0.36 – 0.38) 1.44 (1.43 – 1.46) 

First-ever acute 
ischaemic stroke with 
CSMR 

Log-transformed age- 
standardised SEV 
scalar: Ischaemic stroke 

Incidence 1.11 (1.05 – 1.18) 3.04 (2.86 – 3.26) 

First-ever acute 
ischaemic stroke with 

CSMR 

Any stroke 
Excess mortality 
rate 

-0.34 (-0.45 – -0.24) 0.71 (0.64 – 0.79) 

First-ever acute 
ischaemic stroke with 

CSMR 

First-ever acute stroke, 
ischaemic or 

haemorrhagic 

Excess mortality 

rate 
-0.69 (-0.82 – -0.56) 0.50 (0.44 – 0.57) 

 

The table below illustrates the severity level, lay description, and disability weights for GBD. We 

undertook a review to identify epidemiologic literature which reported the degree of disability at 28 days 

(for acute stroke) or one year (for chronic stroke) using the modified Rankin scale (mRS) and the Mini-

mental State Examination (MMSE) or the Montreal Cognitive Assessment (MoCA). The mRS assesses 

functional capabilities, while the MMSE and MoCA tests provide evaluations of cognitive functioning. We 

then mapped these measures to the existing GBD categories as indicated below.  

 Acute stroke severity splits 
 

Severity level Lay description 
Modified 

Rankin Score 

Cognitive 
Status 

Disability weight (95% 

CI) 

Stroke, mild 
Has some difficulty in moving around and some 

weakness in one hand, but is able to walk without help. 
1 N/A 

0.019 
(0.01–0.032) 

Stroke, moderate 

Has some difficulty in moving around, and in using the 
hands for lifting and holding things, dressing, and 

grooming. 

2, 3 

MoCA>=24 
or 

MMSE>=26 

0.07 
(0.046–0.099) 

Stroke, moderate 
plus cognition 

problems 

Has some difficulty in moving around, in using the 

hands for lifting and holding things, dressing and 

grooming, and in speaking. The person is often 
forgetful and confused. 

2, 3 

MoCA<24 
or 

MMSE<26 

0.316  
(0.206–0.437) 

Stroke, severe 

Is confined to bed or a wheelchair, 
has difficulty speaking, and depends on others for 

feeding, toileting, and dressing. 

4, 5 

MoCA>=24 
or 

MMSE>=26 

0.552  
(0.377–0.707) 

Stroke, severe plus 
cognition 

problems 

Is confined to bed or a wheelchair, 
depends on others for feeding, toileting, and 
dressing, and has difficulty speaking, thinking 

clearly, and remembering things. 

 

MoCA<24 
or 

MMSE<26 

0.588  
(0.411–0.744) 

 
Chronic stroke severity splits 

 

Severity level Lay description 

Modified 

Rankin 

Score 

Cognitive 
Status 

Disability weight (95% 

CI) 
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Stroke, asymptomatic  0 N/A N/A 

Stroke, long-term 
consequences, mild 

Has some difficulty in moving 
around and some weakness in one hand, but is 

able to walk without help. 

1 N/A 
0.019 

(0.01–0.032) 

Stroke, long-term 
Consequences, 

moderate 

Has some difficulty in moving 
around, and in using the hands for lifting and 

holding things, dressing, and grooming. 

2, 3 

MoCA>=24 
or 

MMSE>=26 

0.07 
(0.046–0.099) 

Stroke, long-term 
consequences, moderate 

plus cognition problems 

Has some difficulty in moving 
around, in using the hands for lifting and holding 
things, dressing and grooming, and in speaking. 

The person is often forgetful and confused. 

2, 3 
MoCA<24 or 
MMSE<26 

0.316 
(0.206–0.437) 

Stroke, long-term 
consequences, severe 

Is confined to bed or a 
wheelchair, has difficulty speaking, and 

depends on others for feeding, toileting, and 

dressing. 

4, 5 

MoCA>=24 
or 

MMSE>=26 

0.552 
(0.377–0.707) 

Stroke, long-term 
consequences, severe plus 

cognition problems 

Is confined to bed or a 
wheelchair, depends on others for feeding, 

toileting, and dressing, and has difficulty speaking, 
thinking clearly, and remembering things. 

4, 5 
MoCA<24 or 
MMSE<26 

0.588 
(0.411–0.744) 

 

 

D.3. Rheumatic heart disease 

 

The steps in the estimation of non-fatal rheumatic heart disease burden or morbidity are shown in the 

following flowchart: 

Inpatient hospital 
data

Survey Data

CSMR from CODEm
(Non-endemic 
locations only)

Nonfatal database
Dismod-MR 2.1
Non-endemic 

Model

Prevalence & incidence 
by location/year/age/

sex for Rheumatic 
Heart Disease

Comorbidity 
correction 
(COMO)

YLLs

Comorbidity 
adjusted 

YLDs

DALYs

Input data

Process

Results

Database

Disability weights

Nonfatal

Burden estimation

Cause of death

Covariates

Rheumatic Heart Disease

Claims data – 
inpatient visits

Computing excess 
mortality from 

available incidence 
& CSMR data

Study-level covariates
1) Claims data 2000

2) Claims data 2010

Age-sex 
splitting

Disability weights 
for each sequela

Unadjusted 
YLD by 
sequela

Claims data – 
outpatient visits

Location-level 
covariates

1) lnLDI, excess mortality
2) lnLDI prevalence

3) SEV scalar prevalence

Prevalence & incidence 
by location/year/age/

sex for Rheumatic heart 
disease, without heart 

failure

Subtract prevalence of 
Rheumatic Heart Disease 

with Heart Failure

Location-level 
covariates

1) lnLDI, excess mortality

CSMR from CODEm
(Endemic locations 

only)

Survey Data Nonfatal database
Dismod-MR 2.1
Endemic Model

Age-sex 
splitting

 
 

Data 

 

We included data from sources in the literature for rheumatic heart disease. Hospital and claims records 

were also available for non-endemic countries. 

 

For the endemic country model, we included study-level covariates to crosswalk studies that did not 

include echocardiographic confirmation of the disease diagnosis. For the non-endemic country model, we 

included study-level covariates for inpatient hospital data and claims data from 2000 and 2010 to adjust 

these data points, using as reference the data obtained from literature and claims data from 2012. 

 

Modelling strategy 

 

We ran two models – one for non-endemic countries and one for endemic countries. We defined 

endemicity based on RHD mortality estimates and the socio-demographic index (SDI) estimates for the 

year 2016. For mortality, we used a threshold of 0.15/100,000 deaths in children aged 5-9; for SDI, we 

used a cutpoint of 0.6. These thresholds were selected using prior expert opinion on locations where RHD 

is known to be endemic. Locations above the threshold for deaths or below the threshold for SDI were 

categorised as endemic; all other locations were categorised as non-endemic. These decisions were made at 
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the national level for countries which were previously modelled nationally, and at the subnational level for 

the subset of countries modelled subnationally.  

 

Non-endemic model: We included hospital data, claims data, and limited literature data on prevalence. We 

also included CSMR from our mortality estimates of RHD for non-endemic locations only. A prior of no 

remission was set, and excess mortality was capped at 0.1 for all ages. We included study-level covariates 

for claims data from 2000 and 2010, cross-walking them to data from the literature and claims data in 

2012. We also included the log-transformed age-standardised SEV scalar for RHD and the natural log of 

lagged distributed income (ln LDI, I$ per capita) as country-level covariates for prevalence and excess 

mortality, respectively. 

 

Endemic model: We included prevalence data from surveys published in the literature. As with the high 

income model, we included CSMR from our mortality estimates of RHD for endemic locations only. A 

prior of no remission was set for all ages, and excess mortality was capped at 0.07, the highest observed 

mean excess mortality rate data point observed in this model. We also set priors of 0 on incidence for ages 

0 to 1 and 50 to 100 to account for patterns of incidence in endemic countries. We used ln LDI as fixed-

effect country-level covariates on prevalence and excess mortality, enforcing an inverse relationship for 

both. The log-transformed, age-standardised SEV scalar was also used as a fixed-effect country-level 

covariate on prevalence. 

 

We combined estimates from the endemic and non-endemic models, selecting estimates for the locations 

identified as non-endemic from the non-endemic model and estimates for the locations identified as 

endemic from the endemic model. Estimates of heart failure due to RHD were then subtracted from the 

estimates for RHD, giving the overall prevalence of RHD without heart failure. A description of the 

modelling strategy for heart failure due to RHD can be found in the Heart Failure appendix. We evaluated 

models based on comparing estimates with input data as well as estimates from previous rounds of GBD.  

 

The table below shows the country covariates, parameters, betas, and exponentiated betas:  

 

Covariate Parameter beta Exponentiated beta 

Endemic model 

Log-transformed age-

standardised SEV scalar: 
RHD 

Prevalence 0.93 (0.76 – 1.22) 2.55 (2.13 – 3.37) 

LDI (I$ per capita) Excess mortality rate -0.28 (-0.48 - -0.11) 0.76 (0.62 – 0.90) 

Non-endemic model 

All Marketscan, year 2000 Study-level 0.19 (0.090 – 0.30) 1.21 (1.09 – 1.34) 

All Marketscan, year 2010 Study-level 0.44 ((0.36 – 0.52) 1.55 (1.43 – 1.68) 

Log-transformed age-

standardised SEV scalar: 

RHD 

Prevalence 0.78 (0.75 – 0.89) 2.19 (2.12 – 2.43) 

LDI (I$ per capita) Excess mortality rate -0.54 (-0.57 - -0.5) 0.58 (0.57 – 0.61) 

 

The disability weight used was: 

 

Severity level Lay description Disability weight (95% CI) 

Rheumatic heart disease, not 

including heart failure 

Has a chronic disease that requires medication every day 
and causes some worry but minimal interference with 

daily activities. 

0.049 (0.031–0.072) 
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E. Cardiovascular diseases mortality estimation 

 

Mortality estimation and modelling methods for the major cardiovascular diseases presented in this paper 

(ischaemic heart disease, stroke and rheumatic heart disease) are described below. Details about the other 

cardiovascular diseases are available in the GBD 2016 cause of death capstone paper (Lancet 2017; 390: 

1151–210). 

 

Data 

 

The major data inputs to determine cardiovascular diseases mortality in India were the Sample Registration 

System (SRS) cause of death data, Medical Certification of Cause of Death (MCCD) and some other 

studies.  

 

In GBD 2016, SRS was the main data source used for the estimation of ischaemic heart disease and stroke 

deaths. Verbal autopsy data is most reliable for such broader cause categories. Expert opinion has 

suggested higher data quality for SRS compared with MCCD for these causes. SRS also has better 

geographic coverage. One the other hand, MCCD was the main data source used for rheumatic heart 

disease deaths. Such causes are generally not captured well with verbal autopsy approaches such as SRS 

due to their nonspecific symptoms or the need for advanced diagnostics, to make a definitive diagnosis.  

 

SRS is operated by the Office of the Registrar General of India working under the Ministry of Home 

Affairs, Government of India. Cause of death data from SRS verbal autopsy included 455,460 deaths from 

the rural and urban populations of every state of India from 2004 to 2013 in which physicians assigned the 

cause of death based on the information provided in the verbal autopsy interview of a person close to each 

deceased person. Using the 2001 census, 7597 geographic units, 4433 (58·4%) of which were rural, were 

sampled for the 2004–13 SRS to represent the population of each state and union territory of India, 

ultimately with a sample of 6·7 million people that was equivalent to 0·7% of India’s population. The SRS 

cause of death data for 2004–06, 2007–09, and 2010–13 were provided for each state and union territory 

by the Office of the Registrar General of India for use in the state-level disease burden estimation. We used 

2005, 2008, and 2012 as midpoint years for these three time periods. The inclusion of SRS 2004–13 data in 

this analysis offers a comprehensive picture of causes of death in India. In the absence of a fully functional 

vital registration system, verbal autopsy can provide reasonable population level cause of death distribution 

(Lancet 2017; 390: 2437–2460).  

 

The MCCD system under the Office of the Registrar General of India has data mostly for the urban parts 

of the states and union territories beginning in 1980. MCCD covered only 22% of the deaths in India in 

2015, with the coverage less than 20% in 15 states, 20–50% in ten states and union territories, and more 

than 50% in some states and union territories. Deaths reported in this data source are medically certified 

and are considered vital registration data (Lancet 2017; 390: 2437–2460).  

 

Modelling strategy 

 

Mortality estimates for cardiovascular diseases were generated using the cause of death ensemble 

modelling (CODEm). CODEm is the framework used to model most cause‐specific death rates in the 

GBD. It relies on four key components. First, all available data are identified and gathered to be used in the 

modelling process. Though the data may vary in quality, they all contain some signal of the true 

epidemiological process. Second, a diverse set of plausible models are developed to capture well‐
documented associations in the estimates. Using a wide variety of individual models to create an ensemble 

predictive model has been shown to outperform techniques using only a single model both in cause of 

death estimation and in more general prediction applications. Third, the out‐of‐sample predictive validity is 

assessed for all individual models, which are then ranked for use in the ensemble modelling stage. Finally, 

differently weighted combinations of individual models are evaluated to select the ensemble model with 

the highest out-of‐sample predictive validity. 

 

For some causes, separate models were run for different age ranges when there was reason to believe that 

the relation between covariates and death rates might be different in different age ranges, for example, in 

children compared with adults. Separate models are developed for countries with extensive, complete, and 

representative VR for every cause such that uncertainty can better reflect the more complete vital 

registration in these locations.  
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As many factors covary with a particular cause of death, a large range of plausible statistical models are 

developed for each cause. For the CODEm framework, four families of statistical models are developed 

using covariates. These are mixed effects linear models of the natural log of the death rate, mixed effects 

linear models of the logit of the cause fraction, spatiotemporal Gaussian process regression (ST-GPR) 

models of the log of the death rate, and ST-GPR of the logit of the cause fraction. All plausible 

relationships between covariates and relevant cause are identified, and all possible permutations of selected 

covariates are tested in linear models where the logit cause fraction or log death rate is the response 

variable. Because we test all permutations of covariates, multicollinearity between covariates may produce 

implausible signs on coefficients or unstable coefficients. All models where the sign on the coefficient is in 

the direction expected based on the literature and where the coefficient is statistically significant at p <0.05 

are retained. We run covariate selection for both cause fractions and death rates and then create both mixed 

effects only and ST models for each set of covariates.  

 

The performance of all component models and ensembles is evaluated using out-of-sample predictive 

validity tests. Thirty percent of the data are excluded from the initial model fits, and half of that (15% of 

total) is used to evaluate and rank component models and then build ensembles. Data are held out from the 

analysis using the pattern of missingness for each cause in the cause of death database. Out-of-sample 

predictive validity testing is repeated until stable model results have been obtained. The out-of-sample 

performance tests include the root mean squared error of the log of the cause-specific death rate, the 

direction of the trend in the prediction compared to the data, and the validity of the 95% uncertainty 

interval (UI). For every model, we show the in-sample root mean squared error of the log death rates 

(RMSE) and the out-of-sample performance in the 15% of data not used in the model building process. 

 

After component models are ranked on their out-of-sample predictive validity they are weighted based on 

their ranking and each component model contributes a portion to the final estimate. How much each 

submodel contributes is a function of its relative ranking as well as the value of psi chosen, which dictates 

that distribution of rankings.  

 

Using the second half of the holdout data (15% of total), the differently weighted ensembles and different 

values of psi are tested using the same predictive validity metrics as the component models. For every 

model, we show the in-sample RMSE and the out-of-sample performance in the 15% of data not used in 

the model building process. The ensemble with the best average trend and RMSE is chosen as the final 

ensemble weighting scheme. 

 

After a model weighting scheme has been chosen, each model contributes a number of draws proportional 

to its weight such that 1,000 draws are created. The mean of the draws is used as the final estimate for the 

CODEm process and 95% UI are created from the 0.025 and 0.975 quantiles of the draws. The final 

assessment of ensemble model performance is the validity of the UIs; ideally, the 95% UI for a model 

would capture 95% of the data out-of-sample. Higher coverage suggests that UIs are too large and lower 

than 95% suggest UIs are too narrow. 

 

CODEm models estimate the individual cause-level mortality without taking into account the all-cause 

mortality. GBD uses the CodCorrect algorithm to ensure that all individual causes add up to the all-cause 

mortality. After generating underlying cause of death estimates and accompanying uncertainty, this 

algorithm combines these models into estimates that are consistent with the levels of all-cause mortality 

estimated for each age-sex-year-location group. Using 1000 draws from the posterior distribution of each 

cause and 1000 draws from the posterior distribution of the estimation of all-cause mortality, CoDCorrect 

rescales the sum of cause-specific estimates to equal the draws from the all cause distribution. Further 

details of CodCorrect algorithm can be found in the appendix to the GBD 2016 cause of death capstone 

paper (Lancet 2017; 390: 1151–210). 
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E.1. Ischaemic heart disease 

 

The approach to cause of death estimation for ischaemic heart disease is shown in the following flowchart: 
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We used the standard CODEm approach to model deaths from ischaemic heart disease, which is described 

above. The covariates included in the model were: 

 

Covariate Transformation Level Direction 

Summary exposure variable  None 1 1 

Cholesterol (total, mean per capita)  None 1 2 

Smoking prevalence  None 1 3 

Systolic blood pressure (mmHg)  None 1 4 

Trans fatty acid  None 1 5 

Mean BMI  None 2 1 

Elevation over 1500m (proportion)  None 2 -1 

Fasting plasma glucose  None 2 1 

Outdoor pollution (PM 2.5 )  None 2 1 

Indoor air pollution  None 2 1 

Healthcare access and quality index  None 2 -1 

Lag distributed income per capita (I$)  Log 3 -1 

SDI  None 3 0 

Omega-3 (kcal/capita, adjusted)  Log 3 -1 

Fruits (kcal/capita, adjusted)  None 3 -1 

Vegetables (kcal/capita, adjusted)  None 3 -1 

Nuts and seeds (kcal/capita, adjusted)  None 3 -1 

Whole grains (kcal/capita, adjusted)  None 3 -1 

Pulses/legumes (kcal/capita, adjusted)  None 3 -1 

PUFA adjusted (percent)  None 3 -1 

Alcohol (litres per capita)  None 3 0 
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E.2. Stroke 

 

The approach to cause of death estimation for stroke is shown in the following flowchart:  
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We used the standard CODEm approach to model deaths from stroke, which is described above. The 

covariates included in the model were: 

 

Covariate Transformation Level Direction 

Summary exposure variable  None 1 1 

Cholesterol (total, mean per capita)  None 1 1 

Smoking prevalence  None 1 1 

Systolic blood pressure (mmHg)  None 1 1 

Trans fatty acid None 1 1 

Mean BMI  None 2 1 

Elevation over 1500m (proportion)  None 2 -1 

Fasting plasma glucose  None 2 1 

Outdoor pollution (PM 2.5 )  None 2 1 

Indoor air pollution  None 2 1 

Healthcare access and quality index  None 2 -1 

Lag distributed income per capita (I$)  Log 3 -1 

SDI  None 3 0 

Omega-3 (kcal/capita, adjusted)  Log 3 -1 

Fruits (kcal/capita, adjusted)  None 3 -1 

Vegetables (kcal/capita, adjusted)  None 3 -1 

Nuts and seeds (kcal/capita, adjusted)  None 3 -1 

Whole grains (kcal/capita, adjusted)  None 3 -1 

Pulses/legumes (kcal/capita, adjusted)  None 3 -1 

PUFA adjusted (percent)  None 3 -1 

Alcohol (litres per capita)  None 3 0 
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E.3. Rheumatic heart disease 

 

The approach to cause of death estimation for rheumatic heart disease is shown in the following flowchart:  
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We used the standard CODEm approach to model deaths from rheumatic heart disease, which is described 

above. The covariates included in the model were: 

 

Covariates Transformation Level Direction 

SEV None 1 1 

Improved water (proportion) None 1 -1 

Malnutrition None 1 1 

Sanitation (proportion with access) None 1 -1 

Health access and quality index None 2 -1 

LDI Log 3 -1 

SDI None 3 -1 

Education (years per capita) None 3 -1 
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F. Estimation of major risk factors for cardiovascular diseases 

 

The approach used in GBD 2016 for comparative risk assessment to estimate population attributable fractions for risk factors is shown in the following flowchart.  

 

 
GBD is Global Burden of Disease. SEV is summary exposure value. TMREL is theoretical minimum‐risk exposure level. PAF is population attributable fraction. YLL is years of life lost. YLD is years lived with disability. DALY is disability‐adjusted life‐
year. Ovals represent data inputs, rectangular boxes represent analytical steps, cylinders represent databases, and parallelograms represent intermediate and final results.    
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We describe details of six major risk factors related to cardiovascular diseases, i.e. high systolic blood pressure, 

high total blood cholesterol, high fasting plasma glucose, smoking, dietary risks, and air pollution. Description 

of other risk factors is available in the GBD 2016 risk factors capstone paper (Lancet 2017; 390: 1345–422).  

 

F.1. High systolic blood pressure  

 

For the purpose of attributing disease burden to high systolic blood pressure (SBP), the theoretical 

minimum-risk exposure level (TMREL) for SBP was estimated to range from 110 to 115 mm Hg based on 

pooled prospective cohort studies that showed risk of mortality increases for SBP above this level. To 

include the uncertainty in the TMREL, we took a random draw from the uniform distribution of the 

interval between 110 mm and 115 mm Hg each time the population attributable burden was calculated. 

 

The steps in the estimation of disease burden attributable to high systolic blood pressure are shown in the 

following flowchart:  

 

 
 

Data 
 

We utilised data on mean systolic blood pressure from literature and from household survey microdata and 

reports. Studies were included if they were population-based and measured systolic blood pressure using a 

blood test. We assumed the data were representative of the location if the geography was not selected 

because it was related to the diseases associated with high blood pressure.  

 

Data were utilised in the modelling process unless an assessment of data strongly suggested that the data 

were biased. A candidate source was excluded if the quality of study did not warrant a valid estimate 

because of selection (specific populations), different definitions, or if the study did not provide 

methodological details for evaluation. In a small number of cases, a data point was considered to be an 

outlier candidate if the level was widely inconsistent with other country data.  

 

Where possible, individual level data on blood pressure estimates were extracted from survey microdata 

and these were collapsed across individuals and collapsed across demographic groupings to produce mean 

estimates in the standard GBD 5-year age-sex groups. If microdata were unavailable, information from 

survey reports or from literature were extracted along with any available measure of uncertainty including 

standard error, uncertainty intervals, and sample size. Standard deviations were also extracted. 

 

Prior to modelling, data provided in age groups wider than the GBD 5-year age groups were split using a 

standard approach. Briefly, age-sex patterns were identified using sources of data with multiple age-sex 

groups and these patterns were applied to split aggregated report data. 
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Modelling strategy 

 

Exposure estimates were produced from 1980 to 2016 for each national and subnational location, sex, and 

for each 5-year age group starting from 25+. We used a ST-GPR framework to model the mean systolic 

blood pressure at the location-, year-, age-, sex- level.  

 

The first step of the ST-GPR framework requires the creation of a linear model for predicting systolic 

blood pressure at the location-, year-, age-, sex- level.  Covariates for this model were selected in two 

stages. First, a list of variables with an expected causal relationship with systolic blood pressure was 

created based on significant association found within high-quality prospective cohort studies reported in 

the published scientific literature. These variables were: urinary sodium, liters per capita of alcohol, dietary 

availability of vegetables, dietary availability of fruits, dietary availability of omega-3 fatty acids, the 

prevalence of smoking, dietary availability of nuts and seeds, and the prevalence of overweight. We also 

used the SDI, and the health access quality index (HAQI) to represent the effect of proximal 

socioeconomic factors and access to health care on exposure levels. The second stage in covariate selection 

was to test the predictive validity of every possible combination of covariates in the linear model, given the 

covariates selected above. This was done separately for each sex. Predictive validity was measured with 

out of sample root-mean-squared error. The linear model with the lowest root-mean squared error for each 

sex was then used in the ST-GPR model.  

 

For women, this linear model was:  

log(SBPl,a,t) =  β0 + β1SDIl,t+ β2nuts+ β3HAQI + ∑ βkIA[a]

16

k=2

+ αs + αr + αc + ϵl,a,t 

For men, the linear model was: 

log(SBPl,a,t) =  β0 + β1SDIl,t+ β2alcohol+ β3HAQI + ∑ βkIA[a]

16

k=2

+ αs + αr + αc + ϵl,a,t 

 

where SDIc,t is socio-demographic index, an index metric that includes a measure of education and income, 

HAQIc,t is the health access quality index, nutsc,t is the dietary availability of nuts and seeds, alcoholc,t is 

the liters per capita of alcohol consumed, IA[a] is a dummy variable for a fixed effect on a given 5-year age 

group, and αs αr αc are random effects at the super-region, region, and country level, respectively.  The 

table below contains the coefficients of the fixed effects used in the two regressions. 

 

Covariate Coefficients from male model Coefficients from female model 

Alcohol LPC 0.0003 (0.0002 to -00.0004) NA 

Nuts/seeds -0.0024 (-0.0027 to -0.0022) -0.0028 (-0.0031 to -0.0025) 

SDI 0.088 (0.074 to 0.102) 0.121 (0.100 to 0.142) 

HAQI NA -0.0016 (-0.0019 to -0.0014) 

 

The estimates were then propagated through the ST-GPR framework to obtain 1000 draws for each 

location, year, age, and sex. The table below contains the out of sample RMSE of both the linear model 

and the final ST-GPR results for the male and female models. 

 

 Out of sample RMSEs for male model Out of sample RMSEs for female model 

Linear model 6.469 mmHg 5.985 mmHg 

Final ST-GPR model 3.56 mmHg 3.77 mmHg 

 

The standard deviation of systolic blood pressure within a population was estimated for each national and 

subnational location, sex, and 5-year age group starting from age 25. Person-level microdata accounted for 

10,375 of the total 12,570 rows of data on standard deviation. The remaining 2195 rows came from 

tabulated data. Tabulated data was only used to model standard deviation if it was sex and 5-year age 

group specific and reported a population standard deviation of systolic blood pressure. The systolic blood 

pressure standard deviation function was estimated using a linear regression: 
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log(SDl,a,t,s) =  β0 + β1SBPl,a,t,s+β3(SBPl,a,t,s)2+β4sex + ∑ βkIA[a]

16

k=2

+ αs + ϵl,a,t,s 

where SBPl,a,t,s is the location, age, time, and sex specific mean total cholesterol estimate from ST-GPR, 

IA[a] is a dummy variable for a fixed effect on a given 5-year age group, and αs is a random effect at the 

super-region level. 

 

To account for in-person variation in systolic blood pressure, a ‘usual blood pressure’ adjustment was 

done. Measurements of a risk factor taken at a single time point may not accurately capture an individual’s 

true long-term exposure to that risk.  Blood pressure readings are particularly susceptible to short-term 

variability including diurnal, seasonal, or biological variation. These sources of variation result in an over-

estimation of the variation in cross-sectional risk exposure distributions. 

 

To adjust for this overestimation, we applied a correction factor to each location-, age-, time-, and sex-

specific standard deviation. These correction factors were age-specific, and represented the proportion of 

the variation in blood pressure within a population that would be observed if there were no within-person 

variation across time. Three longitudinal surveys were used to estimate these factors: the China Health and 

Retirement Longitudinal Survey (CHRLS), the Indonesia Family Life Survey (IFLS), and the South Africa 

National Income Dynamics Survey (NIDS). The sample size and number of blood pressure measurements 

at each measurement period for each survey is reported in the table below.   

 

Source Measurement period Number of measurements Sample size 

CHRLS 
2008 3 1967 

2012 3 1419 

IFLS 

1997 1 19418 

2000 1 16626 

2007 3 14136 

NIDS 

1997 2 14084 

2000 2 9612 

2007 2 9098 

 

For each survey, the following regression was created for each age group: 

 

SBPi,a =  β0 + β1sex+β3age + +υi  
 

where SBPi,a is the systolic blood pressure of an individual i at age a, sex is a dummy variable for the sex 

of an individual, age is a continuous variable for the age of an individual, and υi is a random intercept for 

each individual. Then, a blood pressure value SBP̂i,b was predicted for each individual i for his/her age at 

baseline b. The correction factor cf for each age group within each survey was calculated as variation in 

these predicted blood pressures was divided by the variation in the observed blood pressures at baseline, 

SBPi,b: 

cf =  
var(SBP̂i,b)

var(SBPi,b)
 

 

The average of the correction factors was taken over the three surveys to get one set of age-specific 

correction factors, which were then multiplied by the square of the modelled standard deviations to 

estimate standard deviation of the ‘usual blood pressure’ of each age, sex, location, and year. Because of 

low sample sizes, the correction factors for the 75-79 age group was used for all terminal age groups.  The 

final correction factors for each age group are reported in the table below. 

 

Age group Correction factor 

25-29 .665 

30-34 .713 

35-39 .737 

40-44 .733 

45-49 .798 

50-54 .771 
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55-59 .764 

60-64 .753 

65-69 .719 

70-74 .689 

75+ .678 

 

Estimating the exposure distribution shape: the shape of the distribution of systolic blood pressure was 

estimated for each age group using all available person-level microdata sources, which was a subset of the 

input data into the modelling process.  

 

For cardiovascular disease, epidemiological studies have shown that the RR associated with SBP declines 

with age, with the log (RR) having an approximately linear relationship with age and reaching a value of 1 

between the ages of 100 and 120. RRs were reported per 10 mm Hg increase in SBP above TMREL value 

(115 mm Hg) as in the equation below: 

𝑅𝑅𝑥 = 𝑅𝑅(𝑥−𝑇𝑀𝑅𝐸𝐿) 

 

We used Dismod-MR 2.1 to pool effect sizes from included studies and generate a dose-response curve for 

each of the outcomes associated with high SBP. The tool enabled us to incorporate random effects across 

studies and include data with different age ranges. RRs were used universally for all countries and the 

meta-regression only helped to pool the three major sources and produce RRs with uncertainty and 

covariance across ages taking into account the uncertainty of the data points. 

 

 

F.2. High total blood cholesterol  

For the purpose of attributing disease burden to high total blood cholesterol, the TMREL for total 

cholesterol was estimated to range from 50 to 61 mg/dL or 2.8 to 3.4 mmol/L. A meta-analysis of 

randomized statin trials has shown that adverse health outcomes can be caused even at low levels of LDL-

cholesterol, above 1.3 mmol/L (J Am Coll Cardiol 2014; 64: 485–94). A recent outcome study on new 

lipid-lowering biologic agents (N Engl J Med 2017; 376:1713-1722) also support these results. Since these 

studies reported LDL-cholesterol and not total cholesterol, we used the strong correlation between LDL-

cholesterol and total cholesterol to map the proposed TMREL for LDL-cholesterol of 0.7-1.3 mmol/L to a 

TMREL for total cholesterol of 2.8-3.4 mmol/L. This TMREL is much lower than the clinical value of 

total cholesterol that is considered abnormal, but seems justified in light of the evidence that the total 

cholesterol levels above this TMREL are associated with adverse outcomes. To include the uncertainty in 

the TMREL, we took a random draw from the uniform distribution of the interval between 2.8 mmol/L and 

3.4 mmol/L each time the population attributable burden was calculated. 

 

The steps in the estimation of disease burden attributable to high total blood cholesterol are shown in the 

following flowchart:  
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Data 

 

We utilised data on blood mean total cholesterol from literature and from household survey microdata and 

reports. Studies were included if they were population-based and measured total blood cholesterol using a 

blood test.  We assumed the data were representative of the location if the geography was not selected 

because it was related to the diseases associated with high cholesterol. 

 

Data were utilised in the modelling process unless an assessment of data strongly suggested that the data 

were biased. A candidate source was excluded if the quality of study did not warrant a valid estimate 

because of selection (specific populations), different definitions, or if the study did not provide 

methodological details for evaluation. In a small number of cases, data point was considered to be an 

outlier candidate if the level was widely inconsistent with other country data. 

 

Where possible, individual level data on total blood cholesterol estimates were extracted from survey 

microdata and these were collapsed across individuals and collapsed across demographic groupings to 

produce mean estimates in the standard GBD 5-year age-sex groups. If microdata were unavailable, 

information from survey reports or from literature were extracted along with any available measure of 

uncertainty including standard error, uncertainty intervals, and sample size. Standard deviations were also 

extracted. 

 

Prior to modelling, data provided in age groups wider than the GBD 5-year age groups were split using a 

standard approach. Briefly, age-sex patterns were identified using sources of data with multiple age-sex 

groups and these patterns were applied to split aggregated report data.  

 

Modelling strategy 

 

Exposure estimates were produced from 1980 to 2016 for each national and subnational location, sex, and 

for each 5-year age group starting from 25+. We used a ST-GPR framework to model the mean total blood 

cholesterol at the location-, year-, age-, sex- level.  

 

The first step of the ST-GPR framework requires the creation of a linear model for predicting total 

cholesterol at the location-, year-, age-, sex- level. Covariates for this model were selected in two stages. 

First, a list of variables with an expected causal relationship with total cholesterol was created based on 

significant association found within high-quality prospective cohort studies reported in the published 

scientific literature. These variables were: dietary fibre availability, dietary fruit availability, dietary 

polyunsaturated fatty acid (PUFA) availability, dietary nuts and seeds availability, and the prevalence of 

overweight persons in a population. We also used the SDI, and the health access quality index (HAQI) to 

represent the effect of proximal socioeconomic factors and access to health care on exposure levels. The 

second stage in covariate selection was to test the predictive validity of every possible combination of 

covariates in the linear model, given the covariates selected above.  This was done separately for each sex. 

Predictive validity was measured with out of sample root-mean-squared error. The linear model with the 

lowest root-mean squared error for each sex was then used in the ST-GPR model.  For women, this linear 

model was: 

  

log(TCc,a,t) =  β0 + β1SDIc,t+ β2HAQIc,a,t + β3nutsc,a,t + β4fibrec,a,t +  ∑ βkIA[a]
16
k=2 + αs + αr + ϵc,a,t  

 

For men, the linear model was: 

 

log(TCc,a,t) =  β0 + β1SDIc,t+ β2HAQIc,a,t + β4prev_overweightc,a,t +  β3PUFAc,a,t + β4fibrec,a,t +

 ∑ βkIA[a]
16
k=2 + αs + αr + ϵc,a,t  

 

where SDIc,t is socio-demographic index, an index metric that includes a measure of education, fertility, 

and income, HAQI is the health access quality index,  prev_overweightc,a,t is the prevalence of 

overweight, nutsc,a,t is the calorie adjusted food availability of nuts and seeds, PUFAc,a,t is the calorie 

adjusted food availability of poly-unsaturated fatty acids per capita per day,  fibrec,a,t is the calorie 

adjusted food availability of fibre, IA[a] is a dummy variable for a fixed effect on a given 5-year age group, 

and αs  and αr  are random effects at the super-region and region level, respectively. The table below 

contains the coefficients of the fixed effects used in the two regressions. 
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Covariate Male Female 

Fibre -0.00287 (-0.0034 to -0.0022) -0.00196 (-0.0025 to -0.0014) 

Nuts/seeds NA -0.00364 (-0.004 to -0.003) 

SDI 0.317 (0.278 to 0.356) 0.307 (0.271 to 0.343) 

HAQI -0.0016 (-0.0021 to -0.0012) -0.0008 (-0.0011 to -0.0004) 

PUFA -0.533 ( -0.719 to -0.347) NA 

Prevalence of overweight 0.0364 (0.0138 to 0.0591) NA 

 

The estimates were then propagated through the ST-GPR framework to obtain 1000 draws for each 

location, year, age, and sex.  

 

The standard deviation of total cholesterol within a population was estimated for each national and 

subnational location, sex, and 5-year age group starting from age 25. The shape of the distribution of total 

cholesterol was estimated for each age group using all available person-level microdata sources, which was 

a subset of the input data into the modelling process.   

 

We used Dismod-MR 2.1 to pool effect sizes from included studies and generate a dose-response curve for 

each of the outcomes associated with high total cholesterol. The tool enabled us to incorporate random 

effects across studies and include data with different age ranges. RRs were used universally for all 

countries and the meta-regression only helped to pool the three major sources and produce RRs with 

uncertainty and covariance across ages taking into account the uncertainty of the data points. 

 

 

F.3. High fasting plasma glucose  

 

Fasting plasma glucose (FPG) level is used to define diabetes (FPG more than 126 mg/dL or 7 mmol/L), 

and FPG is also a risk factor for other disease conditions. 

 

For the purpose of attributing disease burden to FPG, the TMREL for FPG was estimated to range from 81 

to 97 mg/dL or 4.5 to 5.4 mmol/L as a risk of chronic kidney disease, ischaemic heart disease, stroke, and 

peripheral vascular disease. Above this FPG level, the risk was considered continuous. Based on the 

relative risks obtained from meta-analysis, FPG level more than 126 mg/dL (7 mmol/L) was considered as 

a categorical risk for tuberculosis, liver cancer, pancreatic cancer, ovarian cancer, colorectal cancer, 

bladder cancer, lung cancer, breast cancer, glaucoma, cataract, and Alzheimer’s disease and other 

dementias. This was calculated by taking the person-year weighted average of the levels of FPG that were 

associated with the lowest risk of mortality in the pooled analyses of prospective cohort studies. To include 

the uncertainty in the TMREL, we took a random draw from the uniform distribution of the interval 

between 4.5 mmol/L and 5.4 mmol/L each time the population attributable burden was calculated. 

 

Morbidity and mortality directly caused by diabetes was considered directly attributable to FPG. 
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The steps in the estimation of disease burden attributable to high FPG are shown in the following 

flowchart. 

Input data

Process

Results

Database

Risk Factors

Burden estimation

Nonfatal

Covariates

Input Data

Survey data
Population-

weighted mean

Age-sex splitting Spatio-temporal 
Gaussian process 

regression

Published and unpublished 
literature

Theoretical minimum-
risk exposure level

Cohort studies
Meta-analysis/meta-
regression of relative 

risks

Relative risks by 
risk, cause, age, 

and sex

Population 
attributable 

fractions by risk, 
cause, age, sex, 
and geography

Population 
attributable 

fractions by risk 
aggregate, cause, 

age, sex, and 
geography

Exposures by 
risk, age, sex, 

year, and 
geography

Deaths, YLLs, YLDs, 
and DALYs 

attributable to 
each risk by age, 

sex, year, 
geography

Published literature and 
reports

Calculate PAFS directly

Calculate PAFs using 
exposure, relative risks, 

and TMREL

Tabulated data

High fasting plasma glucose

Exposure

Relative risks

Deaths, YLLs, YLDs, 
DALYs for each 

disease and injury 
by age, sex, year, 

geography

 mean 
cholesterol, log 

(LDI-pc)

Prevalence 
of diabetes

Crosswalks

Covariate 
selection

Calculate weights of 
different distributions to 

calculate standard 
deviation

Exposure data

 
 

Data 

 

The data inputs derived from estimates of mean FPG in a representative population, individual-level data 

of fasting plasma glucose measured from surveys, and estimates of diabetes prevalence in a representative 

population. Data sources that did not report mean FPG or prevalence of diabetes were excluded from 

analysis. When a study reported both mean fasting plasma glucose (FPG) and prevalence of diabetes, we 

used the mean FPG for exposure estimates. Where possible, individual-level data superseded any data 

described in a study. Individual-level data was collapsed and aggregated to produce estimates for each age 

group, sex, location, and year a survey is conducted. 

 

We perform several processing steps to the data in order to address sampling and measurement 

inconsistencies that will ensure the data are comparable. 

 

1. Small sample size: Estimates in a sex and age group with a sample size <30 persons was considered a 

small sample size. In order to avoid small sample size problems that may bias estimates, data were 

collapsed into the next age group in the same study till the sample size reached at least 30 persons. The 

intent of collapsing the data is to preserve as much granularity between age groups as possible which 

determined whether the collapse occurred with a younger or older age group. If the entire study 

sample consisted of <30 persons and did not include a population-weight, the study was excluded 

from the modelling process. The estimates were re-calculated if case count and sample size were 

available or the population-weighted estimate was calculated when only sample size was available. 

 

2. Time, age, and sex splitting: More details on how data on mean FPG were processed are available in 

the GBD 2016 non-fatal capstone paper (Lancet 2017; 390: 1211–59). 

 

3. Crosswalks: We predicted mean FPG from diabetes prevalence using an ensemble distribution. We 

characterised the distribution of FPG using individual-level data. For more details on the ensemble 

distribution, please see the GBD 2016 risk factors paper (Lancet 2017; 390: 1345–422). Before 

predicting mean FPG from prevalence of diabetes, we ensured that the prevalence of diabetes was 

based on the reference case definition: fasting plasma glucose (FPG) > 126 mg/dL (7 mmol/L) or on 

treatment.  
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Modelling strategy 

 

Exposure estimates were produced from 1980 to 2016 for each national and subnational location, sex, and 

for each 5-year age group starting from 25+. We used a ST-GPR framework to model the mean fasting 

plasma glucose at the location-, year-, age-, sex- level.  

 

Fasting plasma glucose is frequently tested or reported in surveys aiming at assessing the prevalence of 

diabetes mellitus. In these surveys, the case definition of diabetes may include both a glucose test and 

questions about treatment for diabetes; people with positive history of diabetes treatment are generally 

excluded from the FPG test. Thus, the mean FPG in these surveys may not represent the mean FPG in the 

entire population. To address this limitation, using the data from the surveys reporting mean FPG in the 

entire population, we estimated a regression-based correction factor and adjusted the mean FPG to account 

for diabetics in the population. We also used an ensemble distribution to characterize the distribution of 

FPG in the population and developed an optimization function to estimate the standard deviation based on 

mean FPG and prevalence of diabetics.  

 

To inform our estimates in data-sparse countries, we systematically tested a range of covariates and 

selected two covariates based on AIC and adjusted R2. These included prevalence of obesity and lag 

distributed income per capita (LDI). 

 

Mean FPG was estimated using a mixed-effects linear regression, run separately by sex: 

 

log(FPGc,a,t) =  β0 + β1 log(LDI)𝑐,𝑡 + β2𝑃𝑜𝑣𝑒𝑟𝑤𝑒𝑖𝑔ℎ𝑡c,a,t + ∑ βkIA[a]
16
k=2 + αs + αr + αc + ϵc,a,t  

 

where log (LDI)c,t is the log of the lag-distributed income, P overweight c,a,t is the prevalence of 

overweight, IA[a] is an indicator variable for a fixed effect on a given 5-year age group, and αs αr αc are 

random effects at the super-region, region, country, and subnational level, respectively. 

 

The estimates were then propagated through the ST-GPR framework to obtain 1000 draws for each 

location, year, age, and sex. 

 

We used Dismod-MR 2.1 to pool effect sizes from included studies and generate a dose-response curve for 

each of the outcomes associated with high fasting plasma glucose. The tool enabled us to incorporate 

random effects across studies and include data with different age ranges. RRs were used universally for all 

countries and the meta-regression only helped to pool the three major sources and produce RRs with 

uncertainty and covariance across ages taking into account the uncertainty of the data points. 

 

 

F.4. Smoking 

 

For the purpose of attributing disease burden to smoking, the TMREL was all individuals who were 

lifelong non-smokers, above which there could be adverse health effects.   

 

The steps in the estimation of disease burden attributable to smoking are shown in the following flowchart:  
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Data  

 

We included representative survey data sources that captured information on primary tobacco use among 

individuals over age 10. We included only self-reported smoking data and excluded data from questions 

asking about others’ smoking behaviours. In addition to the primary data sources, we used secondary 

database estimates from the WHO InfoBase Database and International Smoking Statistics Database for 

sources for which primary data are unavailable.  

 

We extracted primary data from individual-level microdata and survey report tabulations. We extracted 

data on current smoked tobacco use reported as any combination of frequency of use (daily, occasional, 

and current, which includes both daily and occasional smokers), type of smoked tobacco used (all smoked 

tobacco, cigarettes, hookah, and other smoked tobacco products such as cigars or pipes), and whether the 

data included only current smokers, only former smokers, or both current and former smokers, resulting in 

36 possible combinations.  

 

For microdata, we extracted relevant demographic information, including age, sex, location, and year, as 

well as survey metadata, including survey weights, primary sampling units, and strata. This information 

allowed us to tabulate individual-level data in the standard GBD five-year age-sex groups and produce 

accurate estimates of uncertainty. For survey report tabulations, we extracted data at the most granular age-

sex group provided.  

 

Crosswalking: Our case-definition for smoking prevalence is current daily use of any smoked tobacco 

products. All other data points were adjusted to be consistent with this definition. Some sources contained 

information on more than one indicator and these sources were used to develop the adjustment coefficient 

to transform that alternative definitions to the GBD standard case-definition of daily use of smoked 

tobacco. The adjustment coefficient was the beta value derived from the following model: 

 

pdaily−smoked,k = βpi,k +  ϵk 

 

where  pdaily−smoked,k is the prevalence of daily smoking reported in survey k and pi,k is the prevalence of 

an alternative frequency-type combination i also reported in survey k. Models with adjusted R-squared 

values > 0.8 were used in order of their R-squared value.  

 

We propagated uncertainty at the survey (k) level from the crosswalk using the following equation: 

 

PEk =  σϵ
2 + Xk

2var(β̂) 

 

where PEk is the crosswalk prediction error that is added to the sampling variance of the data point, σϵ
2 is 

the variance of the error, Xk
2 is the squared value of the data being adjusted, and var(β̂) is the variance of 

the adjustment coefficient. 

 

We split data reported in broader age groups than the GBD 5-year age groups or as both sexes combined 

using a standard approach.  

 

Modelling strategy 

 

We used ST-GPR to model smoking prevalence given the abundance of age and sex-specific data. Briefly, 

the mean function input to GPR is a complete time series of estimates generated from a mixed effects 

hierarchical linear model plus weighted residuals smoothed across time, space, and age. The linear model 

formula, fit separately by sex using restricted maximum likelihood in R, is: 

 

logit(pg,a,t) =  β0 + β1CPCg,t + ∑ βkIA[a]

19

k=2

+ αs + αr + αg + ϵg,a,t 

 

where CPCc,t is the tobacco consumption covariate, by geography g and time t, described above, IA[a] is a 

dummy variable indicating specific age group A that the prevalence point pg,a,t captures, and αs,

αr, and αg are super region, region, and geography random intercepts, respectively. Random effects were 

used in model fitting but were not used in prediction. 
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We used out-of-sample cross validation for hyperparameter selection for the space (zeta), age (omega), and 

time (lambda) weights used in spatiotemporal smoothing along with the scale used in Gaussian process 

regression (details on the effects of different parameters have been previously published). We used a space 

weight of 0.95 in data-dense countries (at least five years covered in a geography-age-sex group) and space 

weight of 0.7 in data-sparse countries. The other parameters were consistent across data-density levels: age 

weight = 1, time weight = 1, and scale = 10. 

 

Relative risk estimates were derived from prospective cohort studies. Relative risk estimates and 

uncertainty for all outcomes associated with smoking were included in analysis, by age and sex as 

applicable. 

 

 

F.5. Dietary risks  

  
Dietary risks in GBD comprise of ten components that are protective which include fruits, nuts and seeds, 

seafood omega-3 fatty acids, vegetables, fibre, whole grains, legumes, polyunsaturated fatty acids, 

calcium, and milk intake; and five components that are harmful which include sodium, trans-fatty acids, 

processed meat, sugar sweetened beverages, and red meat intake. 

 

Fruits intake includes consumption of fresh, frozen, cooked, canned, or dried fruits, excluding fruit juices 

and salted or pickled fruits. Seafood omega-3 fatty acids intake includes consumption of eicosapentaenoic 

acid (EPA) and docosahexaenoic acid (DHA). Vegetables intake includes consumption of fresh, frozen, 

cooked, canned or dried vegetables, excluding legumes and salted or pickled vegetables, juices, nuts and 

seeds, and starchy vegetables such as potatoes or corn. Dietary fibre intake includes consumption of fibre 

from all sources including fruits, vegetables, grains, legumes and pulses. Whole grains intake includes 

consumption of bran, germ, and endosperm in their natural proportion from breakfast cereals, bread, rice, 

pasta, biscuits, muffins, tortillas, pancakes and other sources. Polyunsaturated fatty acids intake was 

estimated as its average daily percent contribution to the total daily energy intake. Calcium intake includes 

consumption of calcium from all sources, including milk, yogurt, and cheese. Milk intake includes 

consumption of milk including non‐fat, low‐fat, and full‐fat milk, excluding soy milk and other plant 

derivatives.  

 

Trans fatty acids intake includes consumption of trans fat from all sources, mainly partially hydrogenated 

vegetable oils and ruminant products. Processed meat intake includes consumption of meat preserved by 

smoking, curing, salting, or addition of chemical preservatives. Sugar sweetened beverages intake includes 

consumption of carbonated beverages, sodas, energy drinks, fruit drinks, but excluding 100% fruit and 

vegetable juices. Red meat intake includes consumption of beef, pork, lamb, and goat but excluding 

poultry, fish, eggs, and all processed meats. 

 

For the purpose of attributing disease burden for each dietary risk, the TMREL for each of these dietary 

risks was calculated as follows. We first calculated the level of intake associated with the lowest risk of 

mortality from each disease endpoint based on the studies included in the meta-analyses of the dietary 

relative risks. Then, we calculated the TMREL as the weighted average of these numbers using the global 

number of deaths from each of outcome as the weight. Using this approach, the TMREL for each dietary 

risk was estimated as follows: 

 

Dietary risks TMREL range 

Fruits 200-300 gm/day 

Nuts and seeds 16-25 gm/day 

Seafood omega-3 fatty acids 200-300 mg/day 

Vegetables 290-430 gm/day 

Dietary fibre 19-28 gm/day 

Whole grains 100-150 gm/day 

Legumes 50-70 gm/day 

Polyunsaturated fatty acids 9-13% of total daily energy 

Dietary calcium 1.0-1.3 gm/day 

Milk 350-520 gm/day 
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Trans fatty acids 0-1% of total daily energy 

Processed meats 0-4 gm/day 

Sugar sweetened beverages 0-5 gm/day 

Red meats 18-27 gm/day 

 

To include the uncertainty in the TMREL, we took a random draw from the uniform distribution of the 

interval between the ranges as given in the table above for each dietary risks, each time the population 

attributable burden was calculated. 

 

The steps in the estimation of disease burden attributable to dietary risks are shown in the following 

flowchart:  
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Data 

 

We used dietary data from multiple sources including nationally and sub-nationally representative nutrition 

surveys, household budget surveys, accounts of national sales, and United Nations FAO Food Balance 

Sheets and Supply and Utilization Accounts. Additionally, for sodium and trans fatty acids, we used data 

on 24-hour urinary sodium and availability of partially hydrogenated vegetable oil in packaged foods, 

respectively. Saturated and trans fatty acids were modelled as a percent of total dietary energy. Data 

gathered through a systematic review of literature for each of the dietary risks were also used. For all 

dietary factors other than sodium, we considered data from 24-hour diet recall as the gold standard, and 

cross-walked other methods of assessment to the gold standard method. For sodium, the 24-hour urinary 

sodium was considered as the gold standard. To estimate the 24-hour urinary sodium based on dietary 

sodium, we performed a crosswalk adjustment between these two types of data.  

 
Modelling strategy 

 
Exposure estimates were produced from 1980 to 2016 for each national and subnational location, sex, 

and for each 5-year age group. We used a ST-GPR framework to estimate the intake of each dietary factor 

by age, sex, country, and year. We modelled missing country-year data from FAO using a space-time 

Gaussian process regression and lag-distributed country income as the covariate. For each dietary factor, 

we estimated the global age pattern of consumption based on nutrition surveys (i.e., 24-hour diet recall) 

and applied that age pattern to the FAO data. These data were included to account for sales of fruit, 

vegetables, legumes, processed meats, red meats, sugar-sweetened beverages, and milk. 

Table below summarizes the study- and country-level covariates used in modelling of each dietary risk:    
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Country level covariate 

Diet low in fruits       Lag-distributed income 

Diet low in vegetables       Lag-distributed income 

Diet low in legumes       Lag-distributed income 

Diet low in whole grains      - 
Energy adjusted fibre availability 

(grams/person/day) 

Diet low in nuts and seeds       Lag-distributed income 

Diet low in milk       Lag-distributed income 

Diet high in red meat       Lag-distributed income 

Diet high in processed meat      - 

National availability of red meat  
(grams/person/day)  

National availability of pig meat  

(% of energy/person/day)  

Diet high in sugar-sweetened beverages      - 
National availability of sugar 

(Kcal/person/day) 

Diet low in fibre       Lag-distributed income 

Diet suboptimal in calcium       Lag-distributed income 

Diet low in seafood omega-3 fatty acids       
Landlocked nation (Yes/No), 
Lag-distributed income 

Diet low in polyunsaturated fatty acids       Lag-distributed income 

Diet high in trans fatty acids      - 
National availability of hydrogenated oil  

(% of energy/person/day) 

Diet high in sodium    - - - - 

1 Food Frequency Questionnaire. 2 Household Budge Survey.  

 

To characterize the distribution of each dietary factor at population level, we used the following equation 

to individually model the relationship between the standard deviation and mean of intake in nationally 

representative nutrition surveys using multiple 24-hour diet recalls:  

 

𝑙𝑛 (𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛)  =  𝛽0  +  𝛽1  ×  𝑙𝑛 (𝑀𝑒𝑎𝑛𝑖) 

 

Then we applied the coefficients of this regression to the outputs of our ST-GPR model to calculate the 

standard deviation of intake by age, sex, year, and country.  

 

We obtained the relative risk of each disease endpoint per serving of the dietary components from the most 

recent dose-response meta-analyses of prospective observational studies, and available randomized 

controlled trials. The relative risks for the relationship between a diet low in legumes and ischaemic heart 

disease, is now being considered distinctly as opposed to being placed within the category of vegetables. 

For each dietary risk, we searched for randomized trials evaluating the effect of the diet component on 

metabolic risks and estimated the change in a given mediator per unit change in the diet component. 

Considering the well-established age trend of the relative risks of metabolic risks for cardiovascular 

disease and diabetes, we conducted a literature review to identify the most important metabolic mediators 

for each dietary factor and used the age trend of the relative risk of that mediator(s) and the disease 

endpoint to estimate the age-specific relative risk for each dietary factors which is presented in the table 

below.  
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Body mass 

index 

Total serum 

cholesterol  

Fasting 

plasma glucose 

Systolic blood 

pressure 

Diet low in fruits     

Diet low in vegetables     

Diet low in legumes     

Diet low in whole grains    - 

Diet low in nuts and seeds     

Diet high in red meats  -  - 

Diet high in processed meats  -   

Diet low in fibre -  - - 

Diet low in seafood omega-3 fatty acids  - -  

Diet low in polyunsaturated fatty acids -   - 

Diet high in trans fatty acids   - - 

 

We used Dismod-MR 2.1 to pool effect sizes from included studies and generate a dose-response curve for 

each of the outcomes associated with high fasting plasma glucose. The tool enabled us to incorporate 

random effects across studies and include data with different age ranges. RRs were used universally for all 

countries and the meta-regression only helped to pool the three major sources and produce RRs with 

uncertainty and covariance across ages taking into account the uncertainty of the data points. 

 

 

F.6. Air pollution 

 

Air pollution in GBD consists mainly of ambient air pollution and household air pollution. The exposure to 

these and the disease burden caused by them are estimated separately in GBD.   

 

F.6.1. Ambient particulate matter pollution 
 

Exposure to ambient air pollution for this GBD analysis was defined as the population-weighted annual 

average mass concentration of particles with an aerodynamic diameter less than 2.5 micrometers (PM2.5) in 

a cubic meter of air at a spatial resolution of approximately 11 x 11 km. This measurement was reported in 

μg/m3. 

 

For the purpose of attributing disease burden to ambient air pollution, the theoretical minimum-risk 

exposure level for ambient air pollution was defined as population-weighted mean between 2.4 and 5.9 

μg/m3, bounded by the minimum and fifth percentiles of exposure distributions from outdoor air pollution 

cohort studies. The uniform distribution represents the uncertainty regarding adverse effects of low-level 

exposure. 
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The steps in the estimation of disease burden attributable to ambient air pollution are shown in the 

following flowchart:  
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Data 

 

The estimates of ambient PM2.5 exposures in India were based on multiple satellite-based aerosol optical 

depth data combined with a chemical transport model, and calibration of these with PM2.5 data from the 

ground-level monitoring stations. 

 

PM2.5 ground measurements: Monitor-specific measurements (rather than city averages as reported in the 

WHO Air Pollution in Cities database) were used, resulting in measurements of concentrations of PM10 

and PM2.5 from over 6,000 ground monitors from 117 countries. For locations measuring only PM10, PM2.5 

measurements were estimated from PM10. This was performed using a locally derived conversion factor 

(PM2.5/PM10 ratio, for stations where measurements are available for the same year) that was estimated 

using population-weighted averages of location-specific conversion factors for the country or state. If 

country-level conversion factors were not available, the average of country-level conversion factors within 

a region were used. Additional information related to the ground measurements was also included where 

available, including monitor geo coordinates and monitor site type. 

 

Satellite-based estimates: These estimates were available at 0.1o×0.1o resolution (~11 x 11 km resolution 

at the equator) and combine aerosol optical depth retrievals from multiple satellites with the GEOS Chem 

chemical transport model and land use information. 

 

Population data: A comprehensive set of population data on a high-resolution grid was obtained from the 

Gridded Population of the World (GPW) database. These data are provided on a 0.0417×0.0417o 

resolution. Aggregation to each 0.1×0.1o grid cell comprised of summing the central 3 × 3 population cells. 

As this resulted in a resolution higher than necessary, it was repeated four times, each offset by one cell in 

a North, South, East and West direction. The average of the resulting five quantities was used as the 

estimated population for each grid cell.  

 

Chemical transport model simulations: Estimates of the sum of particulate sulfate, nitrate, ammonium and 

organic carbon and the compositional concentrations of mineral dust simulated using the GEOS Chem 

chemical transport model, and a measure combining elevation and the distance to the nearest urban land 

surface were available for 2000 to 2015 for each 0.1×0.1o grid cell.  

 

Modelling Strategy 

 
Global annual mean exposure to PM2.5 was estimated in 5-year intervals from 1990 to 2015, at 0·1 × 0·1° 

(~11 km × 11 km at the equator) resolution using estimates from satellites combined with a chemical 

transport model, surface measurements, and geographical data. We aggregated gridded exposure 

concentrations to national-level population-weighted means using the corresponding grid cell population 
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value. National-level population-weighted mean concentrations and the 95% uncertainty interval (95% UI) 

around this mean were estimated by sampling 1000 draws of each grid cell value and its uncertainty 

distribution. We used a chemical transport model to calculate a running 3-month mean. 

 

The Data Integration Model for Air Quality (DIMAQ) was used for ambient air pollution modelling. The 

coefficients in the calibration model were estimated for each country or state. Where data were insufficient 

within a country or state, information can be `borrowed’ from a higher aggregation (region) and if enough 

information is still not available from an even higher level (super region). Individual country level 

estimates were therefore based on a combination of information from the country, its region and super-

region. This was implemented within a Bayesian Hierarchical Modelling (BHM) framework. BHMs 

provide an extremely useful and flexible framework in which to model complex relationships and 

dependencies in data. Uncertainty can also be propagated through the model allowing uncertainty arising 

from different components, both data sources and models, to be incorporated within estimates of 

uncertainty associated with the final estimates. The results of the modelling comprise a posterior 

distribution for each grid cell, rather than just a single point estimate, allowing a variety of summaries to be 

calculated. The primary outputs here are the median and 95% credible intervals for each grid cell.  

 

Due to both the complexity of the models and the size of the data, notably the number of spatial predictions 

that are required, recently developed techniques that perform ‘approximate’ Bayesian inference based on 

Integrated Nested Laplace Approximations (INLA) were used. Computation was performed using the R 

interface to the INLA computational engine (R-INLA). Fitting the models and performing predictions for 

each of the ca. 1.4 million grid cells required the use of a high performance computing cluster (HPC) 

making use of high memory nodes. 

 

Model development and comparison was performed using within- and out-of-sample assessment. In the 

evaluation, cross validation was performed using 25 combinations of training (80%) and validation (20%) 

datasets. Validation sets were obtained by taking a stratified random sample, using sampling probabilities 

based on the cross-tabulation of PM2.5 categories (0-24.9, 25-49.9, 50-74.9, 75-99.9, 100+ μg/m3) and 

super-regions, resulting in them having the same distribution of PM2.5 concentrations and super-regions as 

the overall set of sites. The following metrics were calculated for each training/evaluation set combination: 

for model fit - R2 and deviance information criteria (DIC, a measure of model fit for Bayesian models); for 

predictive accuracy - root mean squared error and population weighted root mean squared error. 

 

All modelling was performed on the log-scale. The choice of which variables were included in the model 

was made based on their contribution to model fit and predictive ability. The following is a list of variables 

and model structures that were considered in developing the model: 

 

Variable Model structure 

Continuous explanatory 

variables 

(SAT) Estimate of PM2.5 (in μgm-3) for 2014 from satellite remote sensing on the log scale. 

(CTM) Estimate of PM2.5 (in μgm-3) for 2010 from the TM5 chemical transport model on the log-
scale. 

(POP) Estimate of population for 2014 on the log-scale. 

(SNAOC) Estimate of the sum of sulfate, nitrate, ammonium and organic carbon simulated using the 

GEOS Chem chemical transport model. 

(DST) Estimate of compositional concentrations of mineral dust simulated using the GEOS Chem 

chemical transport model. 

(EDxDU) The log of the elevation difference between the elevation at the ground measurement 

location and the mean elevation within the GEOS Chem simulation grid cell multiplied by the inverse 

distance to the nearest urban land surface. 

Discrete explanatory 
variables 

 (LOC) Binary variable indicating whether exact location of ground measurement is known. 

(TYPE) Binary variable indicating whether exact type of ground monitor is known. 

(CONV) Binary variable indicating whether ground measurement is PM2.5 or converted from PM10. 

Random Effects 

Grid cell random effects on the intercept to allow for multiple ground monitors in a grid cell. 

Country-region-super-region hierarchical random effects for the intercept. 

Country-region-super-region hierarchical random effects for the coefficient associated with SAT. 

Country-region-super-region hierarchical random effects for the coefficient associated with the 
difference between estimates from CTM and SAT. 

Country-region-super-region hierarchical random effects for the coefficient associated with POP. 

Country level random effects for population uses a neighbourhood structure allowing specific 
borrowing of information from neighbouring countries. 
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Within a region, country level effects of SAT and the difference between SAT AND CTM are 
assumed to be independent and identically distributed. 

Within a super-region, region level random effects are assumed to be independent and identically 
distributed. 

Super-region random effects are assumed to be independent and identically distributed. 

Interactions Interactions between the binary variables and the effects of SAT and CTM. 

 

The final model contained the following variables: SAT, POP, SNAOC, DST, EDxDU, LOC, TYPE, and 

CONV, together with interactions between SAT and each of LOC, TYPE and CONV. The model structure 

contained grid cell random effects on the intercept to allow for multiple ground monitors in a grid cell, 

country-region-super-region hierarchical random effects for intercepts and SAT and country level random 

effects for population using a neighbourhood structure allowing specific borrowing of information from 

neighbouring countries together with region-super-region hierarchical random effects for POP.  

 

DIMAQ showed improved predictions of ground measurements in all super regions. Using this model 

resulted in an improvement in both within-sample fit; with an increase in R2 to 0.91, and out-of- sample 

predictive ability; with a global population-weighted RMSE of 12.1 μg/m3. 

 

Satellite estimates, populations and quantities estimated using the GEOS-Chem model were available for 

1990, 1995, 2000, 2005, 2010, 2011, 2012, 2013, 2014 and 2015. Population estimates for 2000, 2005, 

2010, 2015 and 2020 were available from GPW version 4. For 1990 and 1995 data were extracted from 

GPW version 3. As with populations for 2015, values for each cell for 2011, 2012, 2012, 2013 and 2014 

were obtained by interpolation using natural splines with knots placed at 2000, 2005, 2010, 2015 and 2020. 

 

These were used as inputs to DIMAQ, enabling estimates of exposures to be obtained for each of these 

years respectively. For 2016, estimates of exposures were obtained from predictions from locally-varying 

regression models. For each cell a model was fit to the values within that cell over time, with a constraint 

placed on the rate of change between 2015 and 2016 to avoid unrealistic and/or unjustified extrapolation of 

trends. Measures of uncertainty were obtained by repeating the procedure for the limits of the 95% 

intervals, again on a cell-by-cell basis.  

 

We estimated the burden attributable to PM2.5 for ischaemic heart disease (IHD), stroke, lung cancer, 

COPD, and lower respiratory infections (LRI). Evidence linking these diseases with exposure to ambient 

air pollution was judged to be consistent with a causal relationship on the basis of criteria specified for 

GBD risk factors. We developed integrated exposure–response functions (IERs) for each cause of death to 

estimate the relative risk of mortality over the entire global range of ambient annual mean PM2.5 

concentrations using risk estimates from studies of ambient air pollution, household air pollution, and 

second-hand smoke exposure and active smoking. IERs assign concentrations of PM2.5 to each type of 

exposure on an equivalent μg/m³ basis assuming that risk is determined by the 24-h PM2.5 inhaled dose 

regardless of the exposure source. An alternative method to estimate exposure to second-hand smoke was 

used that incorporated estimates of PM2.5 attributable to exposure per cigarette, breathing rate, and number 

of cigarettes smoked in the country where each study was done. 

 

The IER has the mathematical form: 

 

 
 

where z is the level of PM2.5 and zcf is the TMREL, below which no additional risk is assumed, with 

 

 
 

if z is greater than zcf and zero otherwise. Here, 1 + α is the maximum risk, β is the ratio of the IER at low 

to high concentrations, and γ is the power of PM2.5 concentrations. Epidemiological evidence suggests that 

the relative risks for IHD and stroke decline with age. We modified the particulate matter source-specific 

relative risk for both IHD and stroke mortality and applied this age modification to the relative risks, fitting 

the IER model for each age group separately. Observed relative risks were related to the IER within a 

Bayesian framework using the STAN fitting algorithm. Given the true values of the four parameters (α, β, 

γ, zcf), we assumed that the logarithm of each study’s observed relative risk was normally distributed, with 

mean defined by the IER and variance given by the square of the observed SE of the study-specific log-
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relative risk estimate plus an additional variance term for each of the four sources on PM2.5 exposure 

(outdoor air pollution, second-hand smoke, household air pollution, and active smoking).  

 

We calculated 1000 predicted values of the IER for each PM2.5 concentration based on the posterior 

distributions of (α, β, γ) and the prespecified uniform distribution of TMREL to characterise uncertainty in 

the estimates of the IER. The mean of the 1000 IER predictions at each concentration was used as the 

central estimate, with uncertainty defined by 95% UIs. 

 

F.6.2. Household air pollution  

 

Exposure to household air pollution from solid fuels (HAP) for this GBD analysis was defined as the 

proportion of households using solid cooking fuels. The definition of solid fuel in this analysis includes 

coal, wood, charcoal, dung, and agricultural residues.  

 

The steps in the estimation of disease burden attributable to household air pollution are shown in the 

following flowchart:  

 

Input data

Process

Results

Database

Risk Factors

Burden estimation

Cause of death

Covariates

Input Data

Household surveys and census, eg. 
DHS,MICS,LSMS and etc. 

Published literature and reports

WHO Global household air pollution 
database 

Systematic review for studies 
published until January 2015

WHO Household Energy Database

Proportion of 
households using 
solid cooking fuels 

Calculate the proportion 
without adjusting family 

size 

Spatio-Temporal 
Gaussian Process 

Location-level covariates:
maternal education, LDI logit-

transformed,  urbanicity

Exposure by year 
and geography

Calculate PAFs using 
exposure, relative risks, 

and TMREL

Exposure

Relative risks

PM 2.5 mapping 
value dataset (67 
studies conducted 

in 16 countries)

Run a mixed effect 
model to estimate 

country-, year- specific 
PM2.5 concentration in 

kitchen area

Crosswalk exposure to 
PM2.5  for men, women 

and children 

Literature review on PM 2.5 exposure 
on men, women and children

Calculation the ratio of 
personal exposure to 

average 24-hour kitchen 
PM2.5 concentration

Country-, year- specific 
average personal exposure 
to PM2.5 in solid cooking 

fuel using household

Proportional risks of 
ambient/household 
PM2.5, secondhand/

active smoking

Power2 functional form

Bayesian MCMC 
nonlinear curve-fitting

Integrated 
Exposure 

Response Curve 
(IER)

Relative risk by age, 
sex, location and causes

Meta-analysis for  RR between 
household solid fuel use and 
causes such as COPD, LC and 

cataract

Calculate Relative risk for 
IHD, CVD and LRI

Population 
attributable 

fractions by risk, 
cause, age, sex, 
and geography

American Cancer Society study cohort 
dataset

TMREL for IHD, CVD and LRI:
PM 2.5 exposure level at 
minimum-5th percentile:

5.9-8.7 ug/m3

TMREL for COPD, lung cancer, and 
cataract:

no households report using solid fuel 
as primary cooking fuel

Literature review 

Population 
attributable 

fractions by risk 
aggregate, cause, 

age, sex, and 
geography

Deaths, YLLs, 
YLDs, and DALYs 
attributable to 

each risk by age, 
sex, year, 

geography

Deaths, YLLs, 
YLDs, DALYs for 

each disease and 
injury by age, sex, 
year, geography

Household Air Pollution from Solid Fuels

Calculate the proportion 
adjusted by family size  

Run a mixed effect 
model to generate a 

multiplier of shift due to 
family size adjustment 

Crosswalk data for family 
size adjustment

 
 

Data 

 

The major data sources on household air pollution from solid fuel use in India include national health 

surveys such as the National Family Health Survey and the District Level Household Survey, nationwide 

surveys of the National Sample Survey Organisation, and the Census of India, as well as other published 

and unpublished epidemiological studies.  

 

Data were extracted from the standard multi-country survey series such as Demographic and Health 

Surveys (DHS), Living Standards Measurement Surveys (LSMS), Multiple Indicator Cluster Surveys 

(MICS), and World Health Surveys (WHS), as well as country-specific survey series. To fill the gaps of 

data in surveys and censuses, we also downloaded and updated HAP estimates from WHO Energy 

Database and extracted from literature through systematic review. Each nationally or sub-nationally 

representative data point provided an estimate for the percentage of households using solid cooking fuels. 

Estimates for the usage of solid fuels for non-cooking purpose were excluded, i.e. primary fuels for 

lighting.  

 

Modelling strategy  

 

Household air pollution was modelled at household level using a three-step modelling strategy that uses 

linear regression, spatiotemporal regression and Gaussian Process Regression (GPR). The first step is a 

mixed-effect linear regression of logit-transformed proportion of households using solid cooking fuels. The 

linear model contains maternal education, proportion of population living in urban areas, and lagged-
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distributed income as covariates and has nested random effect by GBD region, and GBD super region 

respectively.  

 

A variety of combinations of socioeconomic and environmental covariates in different transformation 

format were tested by running mixed-effect models with exposure data. The final list of covariates 

included in the exposure model are maternal education, proportion of population living in urban area, and 

lagged-distributed income since they proved to be the strongest predictors. 

 

The disease-outcomes paired with household air pollution include LRI, stroke, IHD, COPD, lung cancer 

and cataract. The relative risks of all outcomes, with the exception of cataracts, were generated by using 

the IER, as previously described in the section on ambient air pollution modelling. This is done by first 

estimating the crosswalk values that map household use of solid fuel to PM2.5 exposure because the IER 

curve measures exposure using PM2.5. The average PM2.5 exposures from solid fuel use for different 

household members were derived from studies measuring 24-hour kitchen and living area PM2.5 

concentrations in households, and estimating this for men, women and children. For outcomes that utilise 

evidence based on the Integrated Exposure Response, the TMREL was defined as uniform distribution of 

exposure to PM2.5 from solid fuel use between 2.4 and 5.9 ug/m3. The relative risks for cataracts were 

extracted from a meta-analysis paper (Annu Rev Public Health 2014; 35: 185–206). 

 

 

G. Uncertainty intervals 

 

Point estimates for each quantity of interest were derived from the mean of the draws, while 95% uncertainty 

intervals (UIs) were derived from the 2.5th and 97.5th percentiles of the 1000 draw level values. Uncertainty 

in the estimation is attributable to sample size variability within data sources, different availability of data by 

age, sex, year, or location, and cause specific model specifications. We determined UIs for components of 

cause-specific estimation based on 1000 draws from the posterior distribution of cause specific mortality by 

age, sex, and location for each year included in the GBD 2016 analysis. Similarly, for non-fatal estimates if 

there was a change in disease estimates between locations or over time that was in the same direction in more 

than 950 of the 1000 samples we report it as significant. With this approach, uncertainty could be quantified 

and propagated into the final quantities of interest.  
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3. Change in death and DALY rates due to cardiovascular diseases by sex in the states of India grouped by epidemiological transition level, 1990 to 2016 

Sex 

State group  

(population in 

2016) 

Crude deaths per 100,000 

(95% uncertainty interval)  

Age-standardised, 

percent change 

1990 to 2016  

(95% uncertainty 

interval)  

Crude DALYs per 100,000 

(95% uncertainty interval)  

Age-standardised 

percent change 

1990 to 2016  

(95% uncertainty 

interval)  1990 2016 

Percent change 

1990 to 2016  1990 2016 

Percent change 

1990 to 2016  

Both sexes 

Low ETL  
(626 million) 

 127 
(113 to 138)  

 169 
(153 to 181)  

 33.6  
(24.0 to 44.9)  

 6.6  
(-1.7 to 15.9)  

 3,555 
(3,220 to 3,827)  

 4,166 
(3,851 to 4,447)  

 17.2 
  (9.1 to 26.6)  

 -1.6 
 (-8.5 to 6.2)  

Lower-middle ETL  

(92 million) 

 144 

(128 to 157)  

 200 

(185 to 216)  

 39.5 

 (25.1 to 56.5)  

 -0.5  

(-10.4 to 12.3)  

 3,942 

(3,556 to 4,286)  

 4,833 

(4,435 to 5,270)  

 22.6 

 (9.5 to 37.2)  

 -7.8  

(-17.2 to 2.9)  

Higher-middle ETL 

(446 million) 

 178 

(161 to 192)  

 244 

(229 to 259)  

 36.8  

(26.7 to 49.2)  

 -7.3  

(-14.8 to 1.9)  

 4,882 

(4,475 to 5,230)  

 5,765 

(5,423 to 6,104)  

 18.1  

(9.5 to 28.4)  

 -14.8  

(-20.9 to -7.1)  

High ETL  

(152 million) 

 198 

(179 to 216)  

 276 

(255 to 295)  

 39.3  

(26.7 to 55.1)  

 -13.1  

(-20.5 to -3.5)  

 5,258 

(4,814 to 5,698)  

 6,183 

(5,717 to 6,629)  

 17.6  

(6.6 to 30.6)  

 -19.9 

 (-27.2 to -11.3)  

India 

(1,316 million) 

 156 

(140 to 166)  

 209 

(197 to 219)  

 34.3  

(26.6 to 43.7)  

 -2.5  

(-8.8 to 5.5)  

 4,278 

(3,929 to 4,515)  

 4,987 

(4,726 to 5,207)  

 16.6  

(10.7 to 23.8)    

 -10.2 

 (-15.0 to -4.1)  

Men 

Low ETL  
 134 

(118 to 148)  

 186 

(167 to 202)  

 38.9 

  (26.7 to 52.8)  

 13.2 

 (3.2 to 24.9)  

 3,799 

(3,430 to 4144)  

 4,728 

(4,330 to 5,092)  

 24.5  

(13.4 to 36.7)  

 5.1 

 (-3.9 to 15.3)  

Lower-middle ETL 
 154 

(136 to 172)  
 221 

(198 to 245)  
 43.6 

 (23.7 to 67.2)  
 6.1 

 (-7.6 to 22.8)  
 4,411 

(3,924 to 4,921)  
 5,740 

(5,101 to 6,400)  
 30.1  

(11.9 to 52.8)  
 -1.3 

 (-14.7 to 14.7)  

Higher-middle ETL 
 191 

(170 to 208)  
 272 

(252 to 290)  
 42.1  

28.9 to 57.2)  
 -0.1 

 (-9.3 to 11.8)  
 5,381 

(4,903 to 5,834)  
 6,736 

(6,268 to 7,196)  
 25.2 

 (13.6 to 38.6)  
 -7.9 

 (-16.2 to 1.8)  

High ETL  
 229 

(204 to 254)  

 315 

(288 to 344)  

 37.7 

 (21.1 to 56.0)  

 -8.9 

 (-19.0 to 3.1)  

 6,212 

(5,579 to 6,887)  

 7,487 

(6,810 to 8,253)  

 20.5 

 (4.9 to 37.0)  

 -15.9 

 (-26.0 to -4.7)  

India 
 168 

(151 to 180)  

 232 

(217 to 243)  

 38.1   

(28.2 to 49.1)  

 3.9  

(-3.7 to 13.2)  

 4,715 

(4,335 to 5,020)  

 5,787 

(5,445 to 6,068)  

 22. 7 

 (14.1 to 32.1)  

 -4.1 

 (-10.7 to 3.3)  

Women 

Low ETL 
 119 

(96 to 139)  

 151 

(127 to 167)  

 27.0  

(12.3 to 43.8)  

 -0.7 

 (-13.4 to 13.1)  

 3,288 

(2,777 to 3,705)  

 3,552 

(3,114 to 3,908)  

 8.0 

 (-3.0 to 20.9)  

 -9.6 

 (-19.4 to 1.9)  

Lower-middle ETL 
 133 

(110 to 154)  

 178 

(155 to 202)  

 34.2 

  (12.8 to 61.9)  

 -7.3 

 (-22.1 to 11.7)  

 3,441 

(2,928 to 3,921)  

 3,847 

(3,386 to 4,359)  

 11.8  

(-4.8 to 33.1)  

 -16.2 

 (-29.1 to 0.2)  

Higher-middle ETL 
 165 

(138 to 187)  
 214 

(192 to 234)  
 30.2 

 (14.4 to 49.5)  
 -14.5 

 (-25.4 to -1.4)  
 4,349 

(3,713 to 4,854)  
 4,728 

(4,304 to 5,119)  
 8.7 

 (-3.0 to 23.6)  
 -22.8  

(-31.6 to -11.7)  

High ETL  
 167 

(139 to 190)  
 237 

(208 to 262)  
 41.8 

 (22.9 to 66.6)  
 -16.7 

 (-27.4 to  -2.2)  
 4,278 

(3,645 to 4,828)  
 4,859 

(4,333 to 5,366)  
 13.6 

 (-1.1 to 32.2)  
 -24.4 

  (-34.0 to -11.7)  

India 
 142 

(118 to 161)  

 184 

(164 to 198)  

 29.5 

 (17.0 to 45.0)  

 -9.0  

(-18.7 to 2.7)  

 3,809 

(3,266 to 4,202)  

 4,128 

(3,754 to 4,397)  

 8.4 

 (-0.8 to 20.2)  

 -17.5 

 (-24.8 to -8.1)  

DALY is disability-adjusted life-year. ETL is epidemiological transition level.   
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4. Change in prevalence of IHD, stroke, and RHD in the states of India grouped by epidemiological transition level, 1990 to 2016 

 State group  

Crude prevalence per 100,000 (95% uncertainty interval) Age-standardised percent 

change 1990 to 2016 (95% 

uncertainty interval) 
1990 2016 

Percent change 1990 to 

2016  

Ischaemic heart 

disease 

Low ETL 
 1,028  

(983 to 1,073)  

 1,508  

(1,429 to 1,582)  
 46.7  

(65.2 to 72.2)  

 14.1 

 (11.9 to 16.2)  

Lower-middle ETL  
 1,068  

(1,022 to 1,113)  
 1,693  

(1,607 to 1,773)  
 58.5  

(55.3 to 61.8)  

 11.4  

(8.9 to 13.7)  

Higher-middle ETL 
 1,290  

(1,240 to 1,337)  
 2,029 

 (1,931 to 2,122)  
 57.3  

(54.0 to 60.0)  
 5.3  

(3.2 to 7.3)  

High ETL 
 1,459 

 (1,397 to 1,522)  

 2,462  

(2,338 to 2,580)  
 68.7  

(65.2 to 72.2)  
 6.2  

(3.9 to 8.4)  

India 
 1,181 

 (1,133 to 1,229)  

 1,807  

(1,717 to 1,893)  
 53.0  

(50.2 to 55.4)  

 9.4  

(7.3 to 11.2)  

Stroke 

Low ETL  291 

 (274 to 312)  

 420 

 (387 to 459)  

 44.3  

(37.4 to 50.9)  

 14.3  

(8.4 to 19.7)  

Lower-middle ETL   296 

 (279 to 317)  

 477 

 (438 to 518)  

 61.3  

(53.4 to 68.4)  

 15.2  

(9.6 to 20.2)  

Higher-middle ETL  355 

 (333 to 381)  

 574 

 (530 to 624)  

 61.7  

(54.6 to 68.7)  

 10.7  

(5.7 to 15.5)  

High ETL  372 
 (351 to 398)  

 625 
 (578 to 678)  

 67.9  
(60.2 to 75.1)  

 8.2  
(3.1 to 12.9)  

India  325 
 (306 to 348)  

 500 
 (461 to 543)  

 53.8  
(47.2 to 60.3)  

 12.2  
(7.1 to 17.0)  

Rheumatic heart 

disease 

Low ETL  603  

(538 to 674)  

 577 

 (510 to 648)  

 -4.4  

(-1.1  to -7.8)  

 -11.1  

(-14.1 to -8.0)  

Lower-middle ETL   596 

 (537 to 660)  

 603 

 (539 to 672)  

 1.1  

(-3.1 to 5.7)  

 -10.9  

(-14.3 to -6.8)  

Higher-middle ETL  641  

(581 to 705)  

 662 

 (598 to 732)  

 3.2  

(0.5 to 5.8)  

 -9.4  

(-11.9 to -7.0)  

High ETL  620 

 (551 to 694)  

 614 

 (542 to 689)  

 -1.1  

(-5.2 to 3.1)  

 -14.4  

(-17.9 to -10.9)  

India  618  
(557 to 686)  

 612 
 (680 to 546)  

 -1.1  
(-3.4 to 1.3)   

 -10.8 
 (-13.0 to -8.7)  

IHD is ischaemic heart disease. RHD is rheumatic heart disease. ETLis epidemiological transition level.  
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5. Change in prevalence of IHD and stroke in the states of India, 1990 to 2016 

States of India*  

IHD Stroke 

Crude prevalence per 100,000  

(95% uncertainty interval) Age-standardised percent 

change 1990 to 2016 

(95% uncertainty interval) 

Crude prevalence per 100,000  

(95% uncertainty interval) Age-standardised percent 

change 1990 to 2016 

(95% uncertainty interval) 

1990 2016 Percent change 1990 to 2016  1990 2016 Percent change 1990 to 2016  

  Bihar 1,023 (978 to 1,070) 1,501 (1,421 to 1,578) 46.7 (42.8 to 50.5) 16.2 (13.1 to 19.2) 275 (258 to 296) 411 (379 to 451) 49.4 (41.4 to 58.8) 20.8 (14.5 to 28.5) 

  Jharkhand 969 (924 to 1,014) 1,477 (1,398 to 1,560) 52.5 (48.0 to 56.9) 15.2 (11.7 to 18.3) 296 (277 to 318) 424 (391 to 463) 43.1 (34.9 to 51.0) 10.6 (4.3 to 17.0) 

  Uttar Pradesh 1,062 (1,015 to 1,109) 1,434 (1,354 to 1,509) 65.6 (61.2 to 70.2) 9.1 (6.1 to 12.0) 244 (226 to 264) 325 (293 to 359) 69.6 (60.7 to 79.2) 13.9 (7.9 to 20.2) 

  Rajasthan 1,053 (1,007 to 1,098) 1,475 (1,403 to 1,548) 40.1 (36.6 to 43.6) 6.7 (4.0 to 9.4) 245 (227 to 267) 355 (316 to 396) 44.8 (33.3 to 55.6) 12.4 (3.1 to 21.1) 

  Meghalaya 828 (787 to 869) 1,180 (1,117 to 1,245) 42.5 (38.5 to 46.7) 15.0 (12.0 to 18.5) 249 (234 to 268) 365 (338 to 396) 46.7 (39.4 to 53.9) 20.2 (13.9 to 26.5) 

  Assam 788 (746 to 830) 1,295 (1,220 to 1,374) 64.4 (59.7 to 69.6) 14.2 (11.0 to 17.8) 353 (329 to 383) 548 (502 to 603) 55.2 (46.5 to 63.7) 9.2 (3.1 to 15.2) 

  Chhattisgarh 906 (861 to 952) 1,581 (1,494 to 1,664) 74.4 (70.1 to 79.0) 22.3 (19.1 to 25.5) 361 (339 to 388) 585 (542 to 634) 61.7 (53.2 to 70.8) 15.4 (9.4 to 21.9) 

  Madhya Pradesh 1,132 (1,081 to 1,185) 1,718 (1,633 to 1,805) 51.8 (48.2 to 55.4) 15.5 (12.6 to 18.2) 353 (332 to 378) 512 (474 to 555) 44.8 (37.3 to 52.9) 11.8 (6.0 to 18.2) 

  Odisha 999 (952 to 1,051) 1,726 (1,630 to 1,823) 72.8 (68.3 to 77.6) 20.5 (17.4 to 23.9) 399 (373 to 429) 647 (598 to 703) 62.2 (53.2 to 71.8) 16.1 (9.5 to 23.1) 

  Arunachal Pradesh 770 (733 to 812) 1,017 (961 to 1,076) 32.0 (28.4 to 36.1) 10.4 (7.3 to 14.0) 248 (232 to 267) 343 (315 to 375) 38.4 (31.0 to 46.0) 16.4 (10.1 to 22.8) 

  Mizoram 863 (823 to 906) 1,343 (1,271 to 1,417) 55.6 (51.9 to 59.9) 6.0 (3.5 to 9.1) 227 (213 to 244) 377 (347 to 409) 66.1 (57.7 to 74.1) 14.8 (9.2 to 20.4) 

  Nagaland 955 (906 to 1,002) 1,191 (1,126 to 1,256) 24.7 (21.5 to 28.4) 10.4 (7.2 to 13.9) 338 (319 to 361) 431 (402 to 467) 27.3 (21.2 to 33.6) 12.3 (6.3 to 18.2) 

  Uttarakhand 1,095 (1,041 to 1,147) 1,813 (1,711 to 1,908) 66.0 (62.1 to 69.9) 6.6 (3.9 to 9.2) 299 (281 to 320) 507 (468 to 551) 68.8 (61.1 to 77.3) 10.8 (5.5 to 16.2) 

  Gujarat 1,084 (1,038 to 1,131) 1,740 (1,652 to 1,821) 60.5 (56.5 to 64.5) 12.0 (9.1 to 14.9) 287 (269 to 307) 467 (428 to 508) 63.1 (54.4 to 71.0) 15.9 (9.5 to 21.8) 

  Tripura 1,036 (985 to 1,086) 1,539 (1,458 to 1,623) 48.6 (45.0 to 52.8) 11.7 (9.0 to 14.8) 418 (393 to 449) 623 (578 to 677) 48.8 (41.7 to 56.2) 13.2 (7.9 to 18.8) 

  Sikkim 986 (939 to 1,035) 1,472 (1,391 to 1,551) 49.3 (45.1 to 53.7) 14.5 (11.3 to 18.0) 263 (247 to 283) 395 (363 to 428) 49.9 (41.6 to 58.5) 16.8 (9.8 to 23.9) 

  Manipur 940 (892 to 985) 1,414 (1,338 to 1,495) 50.5 (46.5 to 54.8) 9.1 (6.4 to 12.2) 334 (314 to 357) 506 (470 to 552) 51.8 (44.2 to 59.3) 11.3 (5.8 to 17.2) 

  Haryana 1,274 (1,215 to 1,332) 1,864 (1,771 to 1,957) 46.4 (42.9 to 49.8) 13.3 (10.6 to 16.0) 289 (269 to 312) 454 (411 to 500) 57.3 (46.9 to 67.2) 19.9 (11.5 to 27.5) 

  Delhi 1,105 (1,057 to 1,151) 1,591 (1,517 to 1,665) 44.0 (40.2 to 48.0) 1.0 (-1.6 to 3.9) 279 (260 to 300) 427 (393 to 464) 53.2 (44.6 to 62.2) 8.2 (1.8 to 14.9) 

  Telangana 1,129 (1,080 to 1,181) 1,779 (1,685 to 1,873) 57.6 (53.2 to 61.7) 2.6 (-0.3 to 5.3) 332 (311 to 357) 536 (494 to 584) 61.4 (52.8 to 70.3) 8.7 (2.7 to 14.6) 

  Andhra Pradesh 1,146 (1,088 to 1,203) 1,924 (1,814 to 2,030) 67.9 (63.6 to 72.6) 10.9 (8.0 to 13.9) 351 (329 to 378) 580 (536 to 630) 65.4 (56.8 to 74.8) 13.0 (7.0 to 19.3) 

  Jammu and Kashmir 1,013 (966 to 1,062) 1,570 (1,487 to 1,654) 54.9 (50.8 to 58.9) 9.3 (6.4 to 12.1) 283 (265 to 303) 415 (377 to 454) 46.8 (37.4 to 55.4) 6.8 (-0.3 to 13.1) 

  Karnataka 1,215 (1,167 to 1,264) 1,931 (1,828 to 2,026) 58.9 (54.3 to 63.1) 6.8 (3.7 to 9.7) 320 (297 to 346) 521 (475 to 572) 62.7 (52.8 to 72.9) 10.9 (4.0 to 17.7) 

  West Bengal 1,250 (1,201 to 1,299) 2,075 (1,978 to 2,175) 42.7 (39.4 to 46.2) 9.6 (7.1 to 12.3) 438 (410 to 471) 739 (685 to 806) 37.0 (29.5 to 44.5) 4.5 (-1.6 to 10.4) 

  Maharashtra 1,555 (1,498 to 1,607) 2,343 (2,233 to 2,448) 50.7 (46.7 to 54.5) -0.3 (-2.9 to 2.3) 344 (321 to 371) 547 (501 to 598) 59.0 (49.9 to 67.7) 7.9 (1.7 to 13.7) 

  Union territories other than Delhi 1,014 (965 to 1,063) 1,447 (1,371 to 1,526) 35.0 (31.2 to 38.9) 12.4 (9.1 to 15.6) 322 (303 to 345) 442 (406 to 481) 33.2 (23.6 to 43.4) 12.0 (3.2 to 20.3) 

  Himachal Pradesh 1,290 (1,229 to 1,355) 2,112 (1,996 to 2,226) 63.7 (59.3 to 68.4) 11.8 (8.7 to 14.9) 354 (331 to 379) 567 (519 to 619) 60.3 (50.2 to 70.4) 10.8 (3.8 to 17.9) 

  Punjab 1,538 (1,473 to 1,607) 2,411 (2,290 to 2,527) 56.8 (52.6 to 60.7) 3.9 (1.0 to 6.6) 383 (360 to 410) 623 (577 to 673) 62.8 (53.6 to 71.0) 9.9 (3.9 to 15.5) 

  Tamil Nadu 1,411 (1,347 to 1,474) 2,364 (2,240 to 2,483) 67.5 (63.2 to 71.9) 6.0 (3.0 to 9.0) 353 (332 to 379) 579 (533 to 630) 63.9 (55.2 to 72.3) 7.8 (1.7 to 13.3) 

  Goa 965 (917 to 1,013) 1,942 (1,842 to 2,047) 101.4 (96.6 to 106.8) 14.0 (11.6 to 17.0) 372 (350 to 398) 688 (634 to 747) 85.0 (75.5 to 95.3) 6.5 (1.0 to 12.1) 

  Kerala 1,548 (1,479 to 1,617) 2,793 (2,651 to 2,933) 80.4 (75.9 to 85.0) 7.3 (4.6 to 10.0) 405 (379 to 435) 730 (672 to 795) 80.3 (71.0 to 89.9) 7.9 (2.2 to 13.5) 

*The states are listed in increasing order of epidemiological transition level in 2016. IHD is ischaemic heart disease.   
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6. Percent contribution of major risk factors to cardiovascular diseases DALYs in India by sex, 2016 

 

 
The cumulative impact of risk factors is not the simple addition of their individual contributions as the risk factors overlap, and also because the population attributable 

fractions from components can add up to more than their sum even if they are independent. DALY is disability-adjusted life-year. CVD is cardiovascular diseases.  
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